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Abstract 
 

 

 

Due to various disease diagnosis, the volume of medical data is rising fast. Also, for 

telemedicine, while medical image transmits over the public network, the distortion of pixels 

may cause erroneous disease diagnosis. Here, encryption of the image by multiple chaos-

based schemes along with DNA cryptography can be a safeguard. As chaotic schemes are 

very sensitive to the initial conditions, a small difference in the initial conditions yields 

entirely uncorrelated sequences that assure the strength of encryption. To get high 

randomness, several DNA encoding and computing rules are deployed. This thesis proposes 

a multi-stage chaotic encryption technique for the medical image through Logistic map along 

with Lorenz attractor and DNA cryptography, where both schemes possess the most 

significant value of control parameters. Thus, their consecutive deployment generates 

colossal chaotic sequences that ensure the robustness of the proposed technique. At first, the 

usage of the Logistic map with SHA-256 hash value generates a chaotic sequence that 

converts the plain medical image into a confusing image. Now, this sequence is used to create 

a confusion key to encrypt this blur image. Later on, to overcome the limitations of DNA 

computing rules and to get high randomness, encode this blur image and Lorenz attractor 

based key according to DNA encoding rules. These rules are determined randomly from 

eight encoding rules. Then, execute DNA operations between encoded blur image and 

Lorenz key using the four DNA computing rules and these rules are also determined by 

chaotic logistic sequence. Thus, the ultimate cipher is generated. Then, to approve the 

potency of the cipher, a randomness test according to NIST, security and statistical analyses 

and comparisons are performed. 
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CHAPTER I 

 

 

Introduction 
 

 

1.1  Background 

In this era of e-health [1], the volume of medical data is supposed to reach about zettabytes 

by the year 2020 [2]. At the same time, the obligation of maintaining the privacy and security 

issues of medical data is soaring. Namely, in the branch of telemedicine [3], while medical 

image transfers between physicians and patients, its secure transmission over the public 

network, internet, etc. is essential. Besides, in applications like e-health, hospital information 

systems (HIS) [4], etc., ensuring the security of medical data is also expected. The underlying 

reason is medical image inherently associates aspects like authenticity, confidentiality, 

integrity [5], etc. Usually, medical evidence is private, as well as sensitive one. Also, a minor 

change of medical image may lead to wrong diagnostic outcomes. Further, maintaining the 

security of medical data is not only a moral issue but also a lawful obligation [6]. Hence, the 

protection of the medical image from any form of alteration and intrusion is essential. 

Usually, medical image is distinct from conventional digital image. The standard medical 

image format for different diagnostic exams, namely, MRI, CT, X-ray, USG, etc. is Digital 

Image and Communication in Medicine (DICOM) [7]. Data contained by any DICOM file 

are header and pixel where the former one is like the text data, and DICOM itself maintains 

its confidentiality. In contrast, the security of the later one, i.e., pixel data that contains either 

image/short video or audio, is not provided by DICOM. Also, it holds strong correlations 

among adjacent pixels, high redundancy, large data capacity, etc. properties. Intuitively, 

many existing cryptosystems, e.g., OTP, visual cryptography (VC) [8], DES, watermarking, 

steganography, RSA, etc. are not competent enough for secure diffusion of medical image 

[34]. Alongside, some existing works have exploited Arnold’s cat map, DCT, DWT, 

fractional Fourier transform, etc. schemes to encrypt the DICOM image but they have 

drawbacks [41]. Namely, techniques proposed in [43], [49] etc. are possibly at risk [36]. In 

contrast, sensitive initial parameters, unpredictable, nonperiodic, ideal statistical, etc. merits 

of chaotic systems [38] enable them to design robust cryptosystems. 



2 
 

 
 

In this thesis, a multi-stage chaotic encryption along with DNA encoding technique has been 

developed. There are many excellent properties of DNA computing have been found: large-

scale computational parallelism, tiny energy loss and huge storage space. From this point of 

view, the encryption algorithm proposed in this thesis combines DNA coding and computing 

rules selected randomly from chaotic map. 

SHA-256 of the plain image is used to generate secret keys. A slight change in the plain 

image, SHA-256 yields a huge difference and enhances the sensitivity of the cryptosystem. 

Here, first, it adopts the Logistic map to generate a faster chaotic sequence that maintains 

ambiguity in confusion. Next, it uses Lorenz attractor to produce a superb chaotic behavior 

than any 1D or 2D chaotic map that ensures robustness in diffusion. Primarily, it generates 

the SHA-256 value of plain image to calculate the initial parameter of the chaotic Logistic 

sequence. Now, using external settings, it scrambles image pixels that erase the correlation 

between the adjacent pixels in the interim confused image.  

Then, for further encryption, it applies confusion and Lorenz keys to conduct random DNA 

encoded and computing operations that ensure diffusion. Here, to generate different keys, it 

adopts distinct evasive skills. Namely, it develops logistic key from highly sensitive logistic 

sequence; confusion key by XOR-ing the logistic key with its singly shifted circular value, 

and Lorenz key from vast chaotic effect of Lorenz system. Thus, at the final stage of 

encryption, the usage of the Lorenz key, which is entirely independent of plain image, 

enables the technique to resist any form of security attack. Therefore, multi-stage security is 

ensured here to increase the level of secrecy. 

1.2  Motivation 

The chaotic system is a deterministic nonlinear system. It is highly sensitive to initial 

conditions, determinacy and so on [53-55]. Chaotic sequences yield pseudo-random 

sequences which are generated by chaotic maps. Their structures are very complex and 

difficult to analyze and predict. A slight change to initial condition leads to an uncorrelated 

sequence. Thus, the security of cryptosystems can be enhanced by the deployment of chaotic 

systems. The cryptography algorithms based on chaotic maps can be classified into two 

categories which are permutation and diffusion. In the permutation phase, the positions of 

pixels get changed by chaotic sequences or by some matrix transformation. This permutation 

algorithm has better encryption effect, but can’t change the pixel grey level value. Since 

pixels are not changed, leading to the histogram of the encrypted image and the original 



3 
 

 
 

image being duplicates. That’s why its security could be threatened by the statistical analysis. 

In the diffusion stage, the pixel values of the plain image are changed by chaotic sequences. 

Diffusion may lead to higher security, compared to permutation. Thereby, in order to 

improve the level of secrecy, some researchers have combined permutation and diffusion 

[35]. 

In 1994, Adleman [57] implemented the first experiment on DNA computing and it started 

a new era of information age. In further research, DNA computing, massive parallelism, 

massive storage and very-low power consumption these characteristics had been found. 

From this research on DNA computing, DNA cryptography emerged as a new cryptographic 

field, in which DNA is used as an information carrier and modern biological technology is 

used as implementation tool. For example, letter A is denoted by CGA and letter B is denoted 

by CCA. Then, the secret message can easily be encoded into a DNA sequence for an 

example, AB is expressed as CCACGA. 

Permutation and diffusion mechanisms are performed by chaotic systems along with 

dynamic DNA encoding and computing enhance the level of secrecy of and can resist 

different types of malicious attacks. With a view to designing a robust cryptosystem, chaotic 

systems are incorporated with DNA cryptography in this thesis. 

1.3  Problem Statement 

In this modern era, medical images play very important role in diagnosis and treatment of 

diseases. For this important role in medical science they attract increasing attentions. 

Normally medical images involve the privacy of patients. Some images are very confidential 

and sensitive. If these private images get stolen, viewed or used by unauthorized accesses, 

disastrous incidents will occur. A hacker or a malicious database administrator may use the 

unauthorized images for their own benefits: medical marketing and fraudulent insurance 

claims. Thus, it may cause life threatening risks. In this regard, security of medical images 

is very important. Existing image encryption techniques have the following limitations. 

 Traditional cryptosystems are not competent to encrypt digital medical images. 

 Secrecy are breached while the underlying computational techniques are revealed 

and the diffusion mechanism is not properly maintained. 

 Single chaotic map utilized to encrypt image may lead to a smaller key space and 

lower security. 
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 Often they treat DNA bases statically. 

1.4  Objectives of the Thesis 

To ensure more secrecy of medical images a multistage encryption technique is proposed. 

Chaotic schemes are very sensitive to initial parameters and can improve the level of secrecy. 

Also dynamic DNA encoding and computing mechanisms determined by chaotic map help 

to perform proper diffusion. These cryptographic building blocks have been exploited in this 

proposed encryption technique to increase the secrecy level of the medical images and to 

resist various types of malicious attacks. To reach the goal following issues will be 

considered.  

 To ensure more security over traditional cryptosystems. 

 To adopt dynamic encoding and computing mechanisms for DNA bases to enrich 

secrecy. 

 To exploit a multi-stage chaotic cryptosystem to maintain robustness. 

 To resist different types of malicious attacks. 

1.5  Organization of the Thesis 

To ensure secrecy of data the dynamic mechanisms is proposed. The thesis is organized as 

below. 

 Chapter I briefly explains the introduction of the thesis and motivation of works. 

Problem statement, objectives of this thesis and contributions are also discussed 

elaborately here.  

 Chapter II represents the existing works in the related field and focuses on the 

advantages and drawbacks of existing works.  

 Chapter III discusses the cryptographic building blocks of the thesis.  

 Chapter IV explains the proposed cryptographic technique. The procedure of 

ensuring multistage security of digital image through chaotic schemes and dynamic 

DNA encoding and computing mechanisms is described here elaborately. Every step 

of encryption and decryption also discussed in this chapter. 

 Chapter V explains the experimental and security analysis. This chapter also 

explains the experimental setup and the analyzing results and performance that 

compares with existing techniques.  
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 Chapter VI concludes this thesis together with the outline of probable future 

directions of research opened by this work. 
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CHAPTER II 

 

 

Literature Review 

 

 
2.1  Introduction 

Nowadays, considering the security of the digital image has become an essential issue 

especially for medical (DICOM) images. Many traditional cryptosystems are not capable 

enough to encrypt the digital images image due to their intrinsic characteristics. Analyzing the 

existing works, the related works can be majorly categorized in the following types: 

 Digital Watermarking [9, 52] 

 Compression based methods [10, 11] 

 Nature Inspired optimization based encryption technique [12-14] 

 Chaos based encryption technique [15-18, 35-37] 

2.2  Digital Watermarking 

An early–timed technique proposed in [9] aimed to encrypt the DICOM image while 

exploiting traditional cryptosystems. Initially, it creates a digital signature (DS) using a hash 

value generated from the plain image. Now, this DS and DICOM header are combined to 

produce an invisible watermark. Then, watermark is embedded in the background of the 

image. Finally, AES and RSA are applied to encrypt this watermarked image. Although, it can 

encrypt only the information of a patient, cannot encrypt pixels of the DICOM image portion. 

Based on watermarking, the technique proposed in [52] deals with the encryption of medical 

big data. It consists of several steps. First, it applies a hyper-chaotic system in the 3D-DCT 

domain to encrypt the big image. From here, it extracts feature vector in the domain of 3D-

DFT. Finally, it associates this feature vector with watermark. Herein due to the exploitation 

of zero-watermarking technique, watermark embedding cannot change the encrypted data. 

However, this technique is not so robust, only can resist normal as well as geometric attacks. 

Therefore, the design of a multi-stage chaos-based technique can be alluring to ensure the 

secrecy of the DICOM image. 
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2.3  Compression based methods 

Employing compression-based methods like DCT, DWT, DFT, etc. techniques proposed in 

[10, 11] aimed to encrypt the DICOM image. Through low computational complexity, they 

targeted to attain high-level security. However, the quality of the plain image cannot be 

maintained due to limited computer calculation precision, while performing transformation 

and inverse transformation. Hence, during decryption; the quality of the retrieved image 

impairs from the original image. 

2.4  Nature Inspired optimization based hybrid encryption technique  

For DICOM image encryption, hybrid techniques namely, VC with Gaussian based modified 

cuckoo search optimization (CSO) [12], particle swarm optimization (PSO) [13] and genetic 

algorithm (GA) [14] etc. also have been deployed. The technique proposed in [12] first applies 

DWT for partitioning the plain image into blocks. Then the utilization of Gaussian based CSO 

selects the optimal position for every block. Later on, it creates secret shares using VC to 

embed them in the regarding positions of the blocks. Besides, due to secret shares, image 

pixels’ quality is degraded in decrypted image. Thus, the sensitiveness of the medical image is 

hampered. Regarding the technique proposed in [13, 14], the common problem of optimization 

algorithms is: they may converge to the local minima. Hence, they may not be able to reach an 

optimized solution. 

2.5  Chaos based encryption technique 

The technique proposed in [15] employed Arnold’s cat map to obtain the permutation 

sequences for shuffling square sized medical images. The additional procedure of this image 

encryption technique is that it reshaped a non-square image into a square image. Further, the 

pseudorandom numbers are generated in a range between 0 and 255, which would be easy for 

a cryptanalyst to breach it. To encrypt the whole image efficiently, it requires many rounds. 

Besides, Arnold’s cat map scheme doesn’t perform the alteration of image pixel values. 

Therefore, its’ security level is not so high. 

Considering permutation, diffusion, substitution, etc. operations of chaos, several DICOM 

image encryption techniques are available in [16-18]. The problems associated with traditional 



8 
 

 
 

chaos-based image encryption techniques are: easily analyzable and predictable, and 

employment of non-linear prediction technique, comparatively easily an intruder can mount 

various attacks, etc. However, the Latin square and chaos-based technique proposed in [35] 

assures high sensitivity of the plain medical image. Another technique proposed in [36] first 

inserts random values and then executes high-speed pixel scrambling and adaptive diffusion to 

protect any representation format of the medical image. Besides, summarizing the design of 

image encryption techniques including chaotic schemes developed in the year 2018, a review 

is available in [37]. 

2.6  Summary  

The traditional cryptographic techniques are not suitable for medical image encryption. The 

compression based image encryption can ensure the secrecy but they lack the image quality 

while decryption. That’s why the sensitive images fall in danger due to data loss. The nature 

inspired optimized based hybrid encryption algorithms have the risk to converse into local 

optima. From this perspective optimization based algorithms can’t provide proper outcomes. 

Digital watermarking is used to provide copyright and theft protection of the digital images 

but their underlying mechanism can’t diffuse the pixel of the image. Traditional chaotic image 

encryption is faster but easily analyzable and predictable, and employment of non-linear 

prediction technique, comparatively easily an intruder can mount various attacks.  

Unlike the above techniques, the technique proposed in this thesis consecutively exploits 

multiple chaotic schemes for this purpose. At first, using the Logistic map along with the 

SHA-256 value of the plain medical image; it generates a chaotic sequence. Now, it 

transforms the image into a blurred image. Then, according to this sequence, it produces a 

confusion key which is applied to encrypt this confusing image. Lastly, the deployment of the 

Lorenz attractor along with dynamic DNA encoding and computing operations generates the 

final cipher image.  



9 
 

 
 

CHAPTER III 

 

 

Cryptographic Building Blocks 
 

 

3.1  Introduction 

This section describes the required cryptographic building blocks, i.e., SHA-256, Logistic 

map, Lorenz attractor and DNA encoding and computing operations that are needed to 

develop the proposed medical image encryption technique. 

3.2  SHA-256 

The primary purpose of hash functions is to provide integrity in security services. A widely 

known cryptographic hash function is SHA-256. Generally, it generates a 256-bit hash value. 

Typically, this value is represented as a 64 digit hexadecimal number. It leads a significant 

difference between two images if there happens even one-bit alteration in the input of hash 

value. Thus, it provides an acceptable security feature. In this paper, 256 bits are generated 

using this hash function from plain DICOM image. It is split into 8-bit blocks Hi expressed as 

H = H1H2H3………H32 and each block Hi is partitioned as 

                                         

{
 
 

 
 𝑡1 = 𝑡1

′ +
𝐻1⨁𝐻2⨁𝐻3⨁…………….⨁𝐻11

256

  𝑡2 = 𝑡2
′ +

𝐻12⨁𝐻13⨁𝐻14⨁…………..⨁𝐻22

256

  𝑡3 = 𝑡3
′ +

𝐻23⨁𝐻24⨁𝐻25⨁…………..⨁𝐻32

256

                                           (3.1) 

where 𝑡1
′ , 𝑡2

′  and 𝑡3
′  are the given initial values which are used to calculate 𝑡𝑎𝑣𝑔 as 

                                            𝑡𝑎𝑣𝑔 =
𝑡1+𝑡2+𝑡3

3
                                                                           (3.2)                  

and it is used to generate the Logistic sequence. 
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3.3  Logistic Map 

The widely-known Logistic map used in cryptography is the 1D chaotic map. The map was 

first popularized by the biologist Robert May [19]. Mathematically, the Logistic equation is 

written as 

                                               𝑥𝑝+1 = 𝑟 ∗ 𝑥𝑝(1 − 𝑥𝑝)                                                            (3.3) 

where, 𝑥𝑝 ∈ (0, 1) is the 1D discrete state that starts from one initial condition 𝑥1 ∈ (0, 1) set 

by 𝑡𝑎𝑣𝑔. It has a control parameter 𝑟 with an interval between 3.75 to 4 [42] that produces a 

highly random sequence. Hence, it assures the guarantee of the faster chaotic sequences. Here, 

𝑝 = 1, 2, … ,𝑁 is the number of iterations. 

    

        (a) Bifurcation diagram of the Logistic Map    (b) Logistic Sensibility 

Figure 3.1: Chaotic characteristics of logistic map 

The bifurcation diagram and key sensibility of chaotic logistic map are presented in Fig. 3.1. 

The logistic map sensibility shown in Fig. 3.1 (b) for two initial values with slight difference 

which are 𝑥0 = 0.12345679, 𝑥′0 = 0.12345678. 

3.4  Lorenz Attractor 

To present the thermally induced fluid convection in the atmosphere, E.N Lorenz [20] first 

reported a mathematical model known as Lorenz attractor. It consists of three ordinary 

differential equations. Scientific studies on this model show that it has two wings, which looks 

like the butterflies [21]. Having this “butterfly effect,” shown in Fig. 3.2 this model has been 
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extensively studied in numerous applications, namely, chaos-based theory, modeling of 

dynamic systems, and chaotic control based synchronization. Among all classical chaotic 

schemes, the Lorenz attractor equation represents a 3D dynamic equation 

                                                                  �̅� = 𝑎(𝑦 − 𝑥) 

                                                                  �̅� = 𝑥(𝑐 − 𝑧) − 𝑦                                                 (3.4) 

𝑧̅ = 𝑥𝑦 − 𝑏𝑧 

where, 𝑥, 𝑦 and 𝑧 are the functions with respect to time of which derivative forms are �̅�, �̅�, and 

𝑧̅. Also, 𝑎, 𝑐, and 𝑏 are the system parameters.  

 

Figure 3.2: Butterfly effect of Lorenz attractor for 𝑎 = 10; 𝑐 = 8/3; 𝑏 = 28 

The Lorenz attractor presents much complicated chaotic behavior than any other 1D or 2D 

chaotic schemes. 

3.5  DNA Encoding and Computing Operations 

There are four DNA deoxynucleotides which are A (adenine), G (guanine), C (cytosine), T 

(thymine), bases. Among them G and C are complementary, so are A and T. Normally in 

binary system, 0 and 1 are complement to each other. Hence, 00, 11, 01, 10 can be encoded 

into the four bases. According to combinatorics there are 24 kinds possible DNA encoding 
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methods. Due to complementary relationship between the four only 8 coding combinations are 

effective, as listed in Table 3.1. 

Table 3.1: DNA encoding and decoding rules 

Rule 1 2 3 4 5 6 7 8 

00 A A T T C C G G 

01 C G C G A T A T 

10 G C G C T A T A 

11 T T A A G G C C 

 

 

 

  

 

 

 

 

 

 

 

In image encryption, the gray value of the image pixel can be expressed as its corresponding 

binary sequence, and then this binary sequence can easily be encoded into a DNA sequence. 

On the other hand, a DNA sequence can easily be translated into a pixel value. For example: a 

pixel value is 196 and its binary sequence 11000100. It can be encoded into a DNA sequence 

GCAC using DNA encoding Rule 5. And applying DNA decoding rule 7 on this sequence the 

retrieved pixel value is 55. Moreover, different operations have been applied on DNA 

Table 3.3: XOR operation 

⨁ A C T G 

A A A T T 

C C A G T 

T T G A C 

G G T C A 

 

Table 3.4: Subtraction operation 

− A C T G 

A A A T T 

C C A G T 

T T G A C 

G G T C A 

 

Table 3.5: XNOR operation 

ʘ A C T G 

A A A T T 

C C A G T 

T T G A C 

G G T C A 

 

Table 3.2: Addition operation 

+ A C T G 

A A A T T 

C C A G T 

T T G A C 

G G T C A 
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sequence to encrypt the image. The details of the addition, XOR, subtraction and XNOR DNA 

operations rules are shown in the following tables, Table 3.2 to Table 3.5. 

3.6  Encryption architecture of permutation and diffusion 

In 1998, Fridrich [56] proposed the permutation-diffusion architecture for chaos-based image 

cryptosystem and it is shown in Fig. 3.3. This architecture consists of two mechanisms: 

permutation and diffusion.  

 

Figure 3.3: Encryption architecture of permutation and diffusion 

In permutation phase, image pixels are shuffled by a two-dimensional area using chaotic map, 

such as Arnold cat map and Baker map. Then, in the diffusion phase, the pixel values are 

modified. In this modern time, Fridrich’s architecture has become the most popular and has 

been widely used in many chaos-based image cryptosystems. 

In this thesis the permutation is performed by pixel scrambling using the logistic map that 

yields the confused image. After that dynamic DNA encoding and computing mechanism is 

deployed that modifies the pixel values and produces the ultimate cipher image. 
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CHAPTER IV 

 

 

Proposed Technique to Ensure Secrecy and Lossless Property of Image 
 

 

4.1  Introduction 

This thesis combines the concepts of multi-stage chaotic encryption along with dynamic DNA 

encoding and computing mechanism. The proposed technique is designed based on the multi-

stage encryption paradigm. It consists of three major stages: 

 Key generation 

 Encryption process  

 Decryption process,  

They are described below. 

4.2  Key generation 

Here, Logistic map-based confusion key 𝐾𝑒𝑦𝑐𝑜𝑛 and Lorenz attractor based chaotic key 

𝐾𝑒𝑦𝑙𝑜𝑟 are generated to conduct both encryption and decryption operations. 

4.2.1  Confusion key 𝑲𝒆𝒚𝒄𝒐𝒏 generation 

At first, the Logistic map-based confusion key 𝐾𝑒𝑦𝑐𝑜𝑛 is generated as follows. Fig. 4.1 depicts 

the process.  

Step 1: Consider a plain medical image 𝐼(𝑀 × 𝑁), where 𝑀 and 𝑁 represent the height and 

width. Now, 𝑡𝑎𝑣𝑔 is calculated for the given initial values of  𝑡1
′ , 𝑡2

′ , and 𝑡3
′ . 

Step 2: Set 𝑥1 =  𝑡𝑎𝑣𝑔 to generate the Logistic sequence 𝑥 =  [𝑥1, 𝑥2, 𝑥3, … … … … , 𝑥𝑛] of 

which the length 𝑛 is 𝑀 × 𝑁. 

Step 3: While encryption, the restriction of the generated Logistic sequence key value between 

[0, 255] is maintained as 

                      𝐾𝑖 = 𝑎𝑏𝑠(𝑟𝑜𝑢𝑛𝑑((𝑐𝑜𝑠(𝑝 × 𝑐𝑜𝑠−1(𝑥𝑖))) × 255))                                          (4.1)  



15 
 

 
 

where 𝑥𝑖 = [𝑥1, 𝑥2, 𝑥3, … … … … , 𝑥𝑛] is the sequence, and the length of 𝐾 is 𝑀 × 𝑁. 

Step 4: Perform single time circular shift operation on 𝐾 to generate 𝐾′ as 

                                             𝐾′ = 𝑐𝑖𝑟𝑠ℎ𝑖𝑓𝑡(𝐾, 1)                                                                 (4.2) 

Step 5: After this, perform XOR operation between 𝐾 and 𝐾′ to generate the confusion 

key 𝐾𝑒𝑦𝑐𝑜𝑛 of which the length is also 𝑀 × 𝑁, using 

        𝐾𝑒𝑦𝑐𝑜𝑛 = (𝐾⨁𝐾′)                                                                     (4.3) 

 

Figure 4.1: Confusion Key 𝐾𝑒𝑦𝑐𝑜𝑛 generation process. 

After confusion key generation process, Lorenz key 𝐾𝑒𝑦𝑙𝑜𝑟 is generated as follows. 

4.2.2  Lorenz key 𝑲𝒆𝒚𝒍𝒐𝒓 generation 

Lorenz key 𝐾𝑒𝑦𝑙𝑜𝑟 generation process is described below and Fig. 4.2 represents the process. 

Start 

Scan a plain medical image I (M × N). 

Calculate the hash value h and tavg 

Use tavg as seed for 1D logistic map and generate 

logistic sequence of length n = M × N 

 

Generate logistic sequence key K 

Perform single circular shift on K  to generate K’ 

Perform XOR operation between K and K’ to generate 

the confusion key 𝐾𝑒𝑦𝑐𝑜𝑛 

End 
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Step 1: At first, for the initial values of 𝑡1
′ , 𝑡2

′  and 𝑡3
′  and for the conditions of the system 

parameters 𝑎, 𝑐 and 𝑏; the Lorenz scheme represented in chapter III (3.4) is executed. The 

result of the first 3400 iterations is ignored to remove the transient effect and to attain a good 

pseudo-random sequence. After that, the system is executed as 𝑛 = 𝑀 × 𝑁 times, which 

creates three sequences as 

                                                     𝑆𝑒𝑞1 = [�̅�1, �̅�2, �̅�3 … … … . . , �̅�𝑛]                                        (4.4) 

                                                     𝑆𝑒𝑞2 = [�̅�1, �̅�2, �̅�3 … … … . . , �̅�𝑛]                                        (4.5) 

                                                     𝑆𝑒𝑞3 = [𝑧1̅, 𝑧2̅, 𝑧3̅ … … … . . , 𝑧�̅�]                                         (4.6) 

 

Figure 4.2: Lorenz Key 𝐾𝑒𝑦𝑙𝑜𝑟 generation process. 

Step 2: From these sequences, 𝑆𝑒𝑞1 is chosen to generate the Lorenz key. To keep the key 

values between [0, 255], it performs 

      𝐾𝑒𝑦𝑖
𝑙𝑜𝑟 = 𝑓𝑙𝑜𝑜𝑟(𝑚𝑜𝑑 ((𝑎𝑏𝑠(𝑆𝑒𝑞1(𝑖)) − 𝑓𝑙𝑜𝑜𝑟(𝑎𝑏𝑠(𝑆𝑒𝑞1(𝑖)))) × 1014 , 256))        (4.7) 

where, i = 1, 2, … …, n. Thus, the Lorenz encryption key 𝐾𝑒𝑦𝑙𝑜𝑟 with the length of 𝑀 × 𝑁 is 

generated. 

4.3  Encryption Process 

Already in chapter III (3.2), the calculation of 𝑡𝑎𝑣𝑔 has been discussed which is used to 

produce the Logistic sequence. Then the sequence is used to create the confusion image. 

Start 

Use initial values of {t1, t2, t3} and system parameters 

{a, c, b} to execute the Lorenz scheme n = M × N times. 

It creates sequences: Seq1, Seq2 and Seq3 

Use Seq1 to generate the Lorenz key 𝐾𝑒𝑦𝑙𝑜𝑟 

End 
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Secondly, the first stage encryption key is generated to encrypt this confusing image. Thirdly, 

the Lorenz key is generated and dynamic DNA encoding and computing rules determined by 

the logistic sequence is deployed between the confusing image and Lorenz key to produce the 

final encryption. The encryption process is shown in Fig. 4.3 and is described below. 

 

Figure 4.3. Encryption process. 

Step 1: Convert the plain medical image 𝐼(𝑀 × 𝑁) as a vector 𝑉(𝑀 × 𝑁). 

Step 2: Perform the following operation on the generated Logistic sequence 𝑥 =

 [𝑥1, 𝑥2, 𝑥3, … … … … , 𝑥𝑛] described in chapter III (3.3) by the equation 

                                                       (𝑙𝑥, 𝑓𝑥) = 𝑠𝑜𝑟𝑡(𝑥)                                                           (4.8) 

Start 

Convert the plain medical image I (M × N) 
as a vector V (M × N) 

Perform confusion operation on V (M × N) as V (i) = 
V (Ix (i)) 

 
Encrypt V (i) by XOR-ing it with 𝐾𝑒𝑦𝑐𝑜𝑛 that creates 
the vector  𝑉𝐸𝑛𝑐𝑟𝑦𝑝𝑡𝑒𝑑

𝑐  

Perform final encryption by DNA encoding and 
computing between 𝑉𝐸𝑛𝑐𝑟𝑦𝑝𝑡𝑒𝑑

𝑐  and 𝐾𝑒𝑦𝑙𝑜𝑟  that yields 

𝑉𝑒𝑛𝑐𝑟𝑦𝑝𝑡𝑒𝑑
 

Reshape 𝑉𝑒𝑛𝑐𝑟𝑦𝑝𝑡𝑒𝑑 to 𝐶𝑖𝑚𝑔(𝑀 × 𝑁) to get the final 
cipher image. Send it with h to the receiver 

End 
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where 𝑠𝑜𝑟𝑡() is the sequencing index function. It sorts 𝑥 in ascending order, 𝑙𝑥 and  𝑓𝑥 

represent the new sequence and the index value, respectively. Now the confusion is performed 

by 

                                                        𝑉 (𝑖) = 𝑉(𝑙𝑥(𝑖))                                                                     (4.9) 

Step 3: Encrypt the new vector 𝑉′ using the confusion key  𝐾𝑒𝑦𝑐𝑜𝑛 according to 

                                                         𝑉𝐸𝑛𝑐𝑟𝑦𝑝𝑡𝑒𝑑
𝑐 = 𝑉′ ⨁  𝐾𝑒𝑦𝑐𝑜𝑛                                        (4.10) 

Step 4: Then, Then encode the 𝑉𝐸𝑛𝑐𝑟𝑦𝑝𝑡𝑒𝑑
𝑐  and  𝐾𝑒𝑦𝑙𝑜𝑟 according to DNA encoding rules and 

perform final encryption using DNA computing by the Lorenz encryption key 𝐾𝑒𝑦𝑙𝑜𝑟 as 

already discussed in chapter III (3.4), i.e., encrypt 𝑉𝐸𝑛𝑐𝑟𝑦𝑝𝑡𝑒𝑑
𝑐  using this key  

                                 𝐷𝑟   = ⌊𝑥 × 8⌋ + 1                                                                              (4.11) 

                                 𝐷𝑜𝑝 = ⌊𝑥 × 3⌋ + 1                                                                              (4.12) 

                                 𝑉𝑒𝑛𝑐𝑟𝑦𝑝𝑡𝑒𝑑 =  Enc(𝑉𝐸𝑛𝑐𝑟𝑦𝑝𝑡𝑒𝑑
𝑐 , 𝐷𝑟) 𝐷𝑜𝑝 Enc(𝐾𝑒𝑦𝑙𝑜𝑟 , 𝐷𝑟)                 (4.13) 

In equation (4.11), 𝐷𝑟 is the selected type of DNA rule shown in Table 3.1, which is 

determined according to the logistic sequence 𝑥. 𝐷𝑜𝑝 denotes the DNA computing (+, XOR, -, 

XNOR) presented in Table 3.2 to table 3.5 are also determined from logistic sequence too. In 

equation (4.13) 𝐸𝑛𝑐() performs the DNA encoding according to 𝐷𝑟. 

Step 5: Finally, reshape 𝑉𝑒𝑛𝑐𝑟𝑦𝑝𝑡𝑒𝑑 to 𝐶𝑖𝑚𝑔(𝑀 × 𝑁) matrix, which is the final cipher image. 

Now send the cipher image and hash value h of the plain image to the receiver. 

4.4  Decryption Process 

Although decryption operations are the reverse process of encryption operations, this section 

describes them. Before this stage, the receiver obtains the required parameters already. Using 

them, it generates the secret keys by itself to decrypt the cipher image. The decryption process 

is shown in Fig. 4.4.  

Step 1: Convert the cipher image 𝐶𝑖𝑚𝑔(𝑀 × 𝑁)  to a vector 𝑉𝑒𝑛𝑐𝑟𝑦𝑝𝑡𝑒𝑑 of length 𝑀 × 𝑁. 
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Step 2: From the sender’s hash value h and the initial value of 𝑡1
′ , 𝑡2

′  and 𝑡3
′ , calculate the value 

of 𝑡𝑎𝑣𝑔 and generate the Logistic sequence 𝑥 =  [𝑥1, 𝑥2, 𝑥3, … … … … , 𝑥𝑛], 𝑛 = 𝑀 × 𝑁. 

Generate the Lorenz key 𝐾𝑒𝑦𝑙𝑜𝑟 according to the value of 𝑡1
′ , 𝑡2

′  and 𝑡3
′  and perform the DNA 

encoding and computing rules determined by the logistic sequence according to equation 

(4.11) and (4.13). 

                           𝑉𝐷𝑒𝑐𝑟𝑦𝑝𝑡𝑒𝑑
𝑐 = Enc(𝑉𝑒𝑛𝑐𝑟𝑦𝑝𝑡𝑒𝑑, 𝐷𝑟) 𝐷𝑜𝑝 Enc( 𝐾𝑒𝑦𝑙𝑜𝑟 , 𝐷𝑟)                        (4.14)      

that retrieves the vector 𝑉𝐷𝑒𝑐𝑟𝑦𝑝𝑡𝑒𝑑
𝑐 . 

 

Figure 4.4: Decryption process. 

Step 3: Now the logistic sequence is used to create the confusion key 𝐾𝑒𝑦𝑐𝑜𝑛. Then, perform 

the XOR operation with 𝑉𝐷𝑒𝑐𝑟𝑦𝑝𝑡𝑒𝑑
𝑐  by 

Start 

Convert 𝐶𝑖𝑚𝑔(𝑀 × 𝑁)  to the vector 
𝑉𝑒𝑛𝑐𝑟𝑦𝑝𝑡𝑒𝑑  of length 𝑀 × 𝑁 

Use sender’s h and system parameters to generate Logistic 
sequence. Generate 𝐾𝑒𝑦𝑙𝑜𝑟  and perform DNA encoding 
and computing with 𝑉𝑒𝑛𝑐𝑟𝑦𝑝𝑡𝑒𝑑 that creates 𝑉𝐷𝑒𝑐𝑟𝑦𝑝𝑡𝑒𝑑

𝑐  

Use logistic sequence to create 𝐾𝑒𝑦𝑐𝑜𝑛. Perform XOR 

between  𝐾𝑒𝑦𝑐𝑜𝑛 and  𝑉𝐷𝑒𝑐𝑟𝑦𝑝𝑡𝑒𝑑
𝑐  that yields 𝑉′ 

Perform confusion operation on 𝑉′ by Logistic sequence 

that produces the final decrypted vector 𝑉 

Reshape 𝑉 to get the decrypted image 𝐷𝑖𝑚𝑔(𝑀 × 𝑁). 

Compare h with ℎ′ to confirm the integrity 

End 
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                                                       𝑉′ =  𝑉𝐷𝑒𝑐𝑟𝑦𝑝𝑡𝑒𝑑
𝑐  ⨁ 𝐾𝑒𝑦𝑐𝑜𝑛                                           (4.15) 

that yields the vector 𝑉′. 

Step 4: Now, using the Logistic sequence 𝑥 =  [𝑥1, 𝑥2, 𝑥3, … … … … , 𝑥𝑛], perform the 𝑠𝑜𝑟𝑡() 

operation same as Step 2 of chapter IV (4.3). Then perform the confusion operation using this 

sorted sequence on  𝑉′ by 

                                                        𝑉(𝑖) = 𝑉′(𝑙𝑥(𝑖))                                                          (4.16) 

that produces the final decrypted vector 𝑉. 

Step 5: Finally, reshape 𝑉 to 𝐷𝑖𝑚𝑔(𝑀 × 𝑁) matrix, which is the retrieved image. Now 

generate the hash value ℎ′ for this image. Check it with the senders’ hash value ℎ. If both are 

same, it confirms the integrity. 
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CHAPTER V 

   

 

Experimental and Security Analyses 

 

 

5.1  Experimental Setup 

To evaluate the performance of the proposed technique, a prototype has been developed and 

analyzed exploiting an environment based on 64-bit Windows 10 operating system. The 

configuration of the environment is Intel(R) CoreTM i7-4790 3.60 GHz CPU with 8 GB RAM. 

MATLAB R2015a has been used to develop the prototype. Here, the standard size, i.e., 

10241024 medical images collected from [22-25] are used for experiments. Besides, for 

comparison, Lena 256256 grayscale image is used where parameters related to performing 

encryption are set as 𝑟 = 3.998, 𝑝 = 3.628, 𝑎 = 10, b = 28, c = 8/3,  𝑡1
′ = 0.5346, 𝑡2

′ = 

0.4846, and 𝑡3
′ = 0.6969. 

5.2  Experimental Results  

Experimental results consists of these: Output of the Encryption Stage, Output of the Decryption 

Stage, Histogram Analysis, Information Entropy, Correlation between Two Adjacent Pixels, 

MSE and PSNR Analysis, Maximum Deviation, Irregular Deviation, Energy Analysis, Contrast 

Analysis and Efficiency Analysis. They are described below. 

5.2.1  Output of the Encryption Stage 

Based on chapter IV (4.3), Table 5.1 shows the step by step output of the encryption process. 

 

Table 5.1: Output of the Encryption Stage Including Key Generation for MRI Image 

Step Operation Output 

Step 1 Plain MRI image (10241024) 
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Step 2 *Generate hash h by using SHA-256 a5af04c49ebc0eaa4ed2c8cb01c4aa84390ea4933b3

9139c9a 

Step 3 Calculate 𝑡𝑎𝑣𝑔 for initial parameters  0.400791503267974 

Step 4 *Generate Logistic sequence X of 

size 10241024 by using 𝑡𝑎𝑣𝑔 and r 

X=[0.400791503267974,0.960150381356334,0.15

2969982897406,……….,0.15108614] 

Step 5 *Generate Logistic sequence key K 

of size 10241024 

K=[161,254,33,126,198,225,250,76,221,78,217,....

.,12, 185] 

Step 6 *Single time circular shift of K that 

produces K 

K=[185,161,254,33,126,198,225,250,76,………...

,140,12] 

Step 7 *XOR K and K to create the 

confusion key 𝐾𝑒𝑦𝑐𝑜𝑛  

 𝐾𝑒𝑦𝑐𝑜𝑛=[24,95,223,95,184,39,27,182,145,147,…

…...,181] 

Step 8 *Generate the Lorenz key 𝐾𝑒𝑦𝑙𝑜𝑟 of 

size 10241024  

𝐾𝑒𝑦𝑙𝑜𝑟=[83,74,35,37,104,82,4,114,105,142,….….

,18,37,0] 

Step 9 *Convert the plain image to a vector 

V of size 10241024 

V=[0,…,8,16,25,29,28,20,…,110,106,111,110,92,

…...,0] 

Step 10 Create a confused image by pixel 

scrambling by the Logistic sequence 

from V 

 

Step 11 Encrypt this confused image 

with 𝐾𝑒𝑦𝑐𝑜𝑛 to produce another 

interim cipher image 

 

Step 12 Encrypt this cipher with 𝐾𝑒𝑦𝑙𝑜𝑟 to 

produce the final cipher image. Send 

it along with h to the receiver 

Interim Cipher Image Pixel(1,1) = 201 

𝐾𝑒𝑦𝑙𝑜𝑟(1) = 83 

X(1) = 0.400791503267974 

𝐷𝑟   = ⌊0.400791503267974 × 8⌋ + 1 = 4 

DNA encoding rule 4 : 00-T, 01-G, 10-C, 11-A 

𝐷𝑜𝑝 = ⌊0.400791503267974 × 3⌋ + 1 = 2 
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DNA computing rule 2: XOR operation 

imgDNA = Enc(201, 𝐷𝑟) = ATCG 

keyDNA = Enc(83, 𝐷𝑟)   = GGTA 

DNAOperation(𝐷𝑜𝑝,keyDNA,imgDNA) = GCGG 

Encrypted pixel value = 101 

 

* Only a portion of data is shown 

 

5.2.2 Output of the Decryption Stage 

Based on chapter IV (4.4), Table 5.2 shows the step by step output of the decryption process. 

 

Table 5.2: Output of the Decryption Stage Including Key Exploitation for MRI Image 

Step Operation Output 

Step 1  Final cipher image  

 

Step 2 *The sender’s hash h a5af04c49ebc0eaa4ed2c8cb01c4aa84390ea4933b

39139c9a 

Step 3 Calculate 𝑡𝑎𝑣𝑔 for initial parameters 0.400791503267974 

Step 4 *Generate Logistic sequence X of 

size 10241024 by using 𝑡𝑎𝑣𝑔 and r 

X=[0.400791503267974,0.960150381356334,0.1

52969982897406,………,0.15108614] 

Step 5 *Generate Logistic sequence key K 

of size 10241024   

K=[161,254,33,126,198,225,250,76,221,78,217,

…, 12,185] 
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Step 6 *Single time circular shift of K that 

produces K 

K=[185,161,254,33,126,198,225,250,76,………..

., 140,12] 

Step 7 *XOR K and K to create the 

confusion key 𝐾𝑒𝑦𝑐𝑜𝑛  

𝐾𝑒𝑦𝑐𝑜𝑛=[24,95,223,95,184,39,27,182,145,147,…

.....,181] 

Step 8 *Generate the Lorenz key 𝐾𝑒𝑦𝑙𝑜𝑟 of 

size 10241024 

𝐾𝑒𝑦𝑙𝑜𝑟=[83,74,35,37,104,82,4,114,105,…………

.,18,37,0] 

Step 9 Decrypt final cipher image with 

𝐾𝑒𝑦𝑙𝑜𝑟 to retrieve the interim cipher 

image 

Cipher Image Pixel(1,1) = 101 

𝐾𝑒𝑦𝑙𝑜𝑟(1) = 83 

X(1)=0.400791503267974 

𝐷𝑟   = ⌊0.400791503267974 × 8⌋ + 1 = 4 

DNA encoding rule 4 : 00-T, 01-G, 10-C, 11-A 

𝐷𝑜𝑝 = ⌊0.400791503267974 × 3⌋ + 1 = 2 

DNA computing rule 2: XOR operation 

imgDNA = Enc(101, 𝐷𝑟) = GCGG 

keyDNA = Enc(83, 𝐷𝑟)   =  GGTA 

DNAOperation(𝐷𝑜𝑝,keyDNA,imgDNA) = ATCG 

Encrypted pixel value = 201 

 

Step 10 Decrypt the interim cipher 

with 𝐾𝑒𝑦𝑐𝑜𝑛 that yields the 

confused image  

 

Step 11 *Perform pixel scrambling using 

Logistic sequence and convert the 

image to a vector V of size 

10241024 

V=[0,…,8,16,25,29,28,20,…,110,106,111,110,92,

…...,0] 
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Step 12 Reshape V to retrieve the plain 

image. Generate hash h of this 

image, compare it with h to check 

the integrity. 

 

 

* Only a portion of data is shown 

 

5.2.3  Histogram Analysis 

Histogram analysis shows the pixels’ distribution within an image that has a significant 

characteristic for image analysis [41]. Uniform frequency distribution is an important 

characteristic of the ideal cipher image. For chosen medical images, corresponding histograms 

of the plain and cipher images are shown in Table 5.3. These histograms noticeably show that 

the cipher images are uniform and random. That’s why any useful statistical information cannot 

be derived from the cipher image generated by the proposed technique. 

Table 5.3: Histograms of plain Lena and medical images [22-25] and their cipher images 

Item Plain image Histogram Cipher image Histogram 

(a)         

 

    

(b)         
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5.2.4  Information Entropy 

Information entropy is a significant feature, which plays a vital role to measure the randomness 

of any cipher image. It indicates the uncertainty of information. It is calculated as [36] 

              𝐸(𝑚) = − ∑ 𝑝(𝑚𝑗)𝑙𝑜𝑔2𝑝(𝑚𝑗)𝑀−1
𝑗=0 , ∑ 𝑝(𝑚𝑗)𝑀−1

𝑖=0 =1                                            (5.1) 

where, 𝑚𝑗  and 𝑝(𝑚𝑗) stand for gray level value and probability, respectively. It is known that 

the ideal entropy for any cipher image having 256 gray levels should be 8. A value of entropy 

closer to its ideal value ensures that the gray values are more uniformly distributed. 

Table 5.4: The entropy analysis for images in Table 5.3 and comparison with other techniques 

Images of Table 5.3 Entropy 

(a) 7.99982 

(c)         

    

(d)         

   

 

 

(e)         
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Images of Table 5.3 Entropy 

(b) 7.99982 

(c) 7.99981 

(d) 7.99992 

For Lena image a comparison with other techniques 

Proposed 7.9973 

[26] 7.9891 

[27] 7.7626 

 

As shown in Table 5.4, the average information entropy of cipher images (i.e., the 4th column 

of Table 5.3) for the proposed technique is 7.99984, which is very close to the ideal value. Thus, 

the proposed technique shows high randomness of cipher images. Also, considering the Lena 

image, a comparison with other techniques is shown in the same table. It shows that the proposed 

technique has more significant information entropy than compared techniques. Besides, it is 

observed that the grey value of the cipher image is uniformly distributed. As a result, the 

proposed technique can resist different malicious attacks. 

5.2.5  Correlation between Two Adjacent Pixels 

In this study, 2000 pairs of adjacent pixels have been chosen randomly from both plain and 

cipher images to analyze the correlation between them. The correlation coefficients are 

calculated as [35] 

 𝐷(𝑥) =  
1

𝑀
∑ 𝑥𝑗

𝑀
𝑗−1                                                                   (5.2) 

𝐹(𝑥) =  
1

𝑀
∑ (𝑥𝑗 − 𝐷(𝑥))2𝑀

𝑗−1                                                    (5.3) 

                         𝐶𝑜𝑣(𝑥, 𝑦) =  
1

𝑀
∑ (𝑥𝑗  −  𝐷(𝑥)) (𝑦𝑗  −  𝐷(𝑥))𝑀

𝑗−1                     (5.4) 

                                               𝑟𝑥𝑦 =  
𝐶𝑜𝑣(𝑥,𝑦)

√𝐹(𝑥) √𝐹(𝑦)
                                                                       (5.5) 

The grey level values of any two adjacent pixels are represented by 𝑥 and 𝑦. 
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Table 5.5 shows the horizontal, vertical, and diagonal correlation coefficients of plain and cipher 

images of Table 5.3 for the proposed technique. It is observed that the dependency between any 

two adjacent pixels of the cipher image is extensively smaller than that of the plain image. Here, 

in plain images correlation coefficients are very close to 1 while those are nearly 0 for cipher 

images. That’s why, adjacent pixels are fairly uniformly distributed. Besides, considering the 

Lena image a comparison with other techniques is presented in the same table. 

Table 5.5: Correlation co-efficient for cipher images in Table 5.3 and comparison with others. 

 

It shows a favorable diffusion performance of the proposed technique as it has a smaller 

correlation coefficient. The table shows that the correlation of adjacent pixels of plain images 

has been successfully eliminated. As a result, virtually there exists no correlation among 

neighboring pixels in the cipher image. Hence, statistical attacks can be resisted by the proposed 

technique. 

 

 

Images of 

Table 5.3 

Horizontal Vertical Diagonal 

Original Cipher Original Cipher Original Cipher 

(a) 0.9875 -0.0002 0.9930 0.0009 0.9811 -0.0016 

(b) 0.9961 -0.0011 0.9954 0.0012 0.9916 -0.0027 

(c) 0.9973 -0.0008 0.9981 0.0004 0.9952 -0.0007 

(d) 0.9915 -0.0007 0.9970 -0.0001 0.9896 0.0001 

For Lena image a comparison with other techniques 

Proposed 0.9399 0.0029 0.9693 0.0005 0.9179 -0.0029 

[11] 0.9399 0.0249 0.9693 0.0505 0.9179 0.0280 

[26] 0.9399 -0.0028 0.9693 0.0171 0.9179 -0.0022 

[28] 0.9399 0.0127 0.9693 0.0190 0.9179 0.0012 

[29] 0.9399 0.0136 0.9693 0.0062 0.9179 0.0175 

[30] 0.9399 0.2546 0.9693 -0.0573 0.9179 -0.0024 

[31] 0.9399 0.0242 0.9693 0.0194 0.9179 0.0024 
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5.2.6  MSE and PSNR Analysis 

The ratio of mean square error (MSE) difference between plain and cipher images to the 

maximum MSE difference is called the peak signal to noise ratio (PSNR). To measure the 

quality of the cipher image, PSNR is calculated as [36] 

                                         𝑀𝑆𝐸 = 
1

𝑀×𝑁
∑ ∑ [⌊𝐹(𝑎, 𝑏) − 𝐹0(𝑎, 𝑏)⌋2]𝑁−1

𝑏=0
𝑀−1
𝑎=0                            (5.6)             

                                         𝑃𝑆𝑁𝑅 = 20. 𝑙𝑜𝑔
2552

√𝑀𝑆𝐸
                                                                     (5.7) 

Larger PSNR value implies a higher quality of cipher image. PSNR and MSE analysis of cipher 

images (i.e., 4th column of Table 5.3) and a comparison are listed in Table 5.6. 

Table 5.6: PSNR and MSE analysis for cipher images and comparison with other techniques. 

Images of Table 5.3 MSE 

(Plain-Encrypted) 

PSNR 

(Plain-Decrypted) 

PSNR 

(Plain-Encrypted) 

(a) 1.717e+04  5.7834 

(b) 1.719e+04  5.7792 

(c) 1.217e+04  7.2787 

(d) 1.562e+04  6.1947 

(e) 8.969e+03  8.6032 

For Lena image (5% data loss) a comparison with other technique 

 MSE (Plain-Decrypted) PSNR (Plain-Decrypted) 

Proposed 0.43437 33.780 

[51] 21.172 34.873 

 

5.2.7  Maximum Deviation 

Another parameter to check the statistical security of the image encryption is the maximum 

deviation. It measures the divergence between pixel values of an original image and its 

corresponding cipher image [44]. A higher cost of the maximum deviation ensures the deviation 

in the cipher image from its plain image. The value is calculated as 

                                           𝐷 =  
𝑑0+ 𝑑255

2
+  ∑ 𝑑𝑖

254
1                                                                       (5.8) 
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where di is the difference between the histogram of the original image and that of cipher image 

at value i, and d0 and d255 denote different values at index 0 and 255. For cipher images shown 

in Fig. 5, Table 5.7 presents the results of maximum deviation. 

Table 5.7: Results of maximum deviation analysis for images of Table 5.3 

Images of Table 5.3 Maximum Deviation 

(a) 1043980 

(b) 1056597 

(c) 1078126 

(d) 1638538 

(e) 37976 

 

5.2.8  Irregular Deviation 

The maximum deviation alone itself is not enough to ensure the statistical randomness of the 

cipher image. The encryption technique should randomly change the pixel values to become a 

statistically robust scheme [45]. A method that makes a substantial change in some image pixel 

values and produces an insignificant change in others is not statistically secure. The procedure 

to calculate the amount of irregular deviation (ID) is to take the histogram, say h of absolute 

difference of the plain image, and the cipher image. Now, to calculate the mean value of h, 

which is denoted as Mh, the ID is estimated as 

                                                          𝐼𝐷 = ∑ |ℎ𝑖 − 𝑀ℎ|255
𝑖=0                                                              (5.9) 

Here, a smaller amount of ID indicates that the histogram is closer to the uniformity and better 

the statistical properties of encryption. For cipher images shown in Table 5.3, Table 5.8 shows 

the results of ID. 

Table 5.8: Results of irregular deviation analysis for images of Table 5.3 

Images of Table 5.3 Irregular Deviation 

(a) 1254090 

(b) 1029584 

(c) 431683 
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Images of Table 5.3 Irregular Deviation 

(d) 1939840 

(e) 20168 

 

5.2.9  Energy Analysis 

It measures the energy of the cipher image, which estimates the sum of squared elements in the 

gray level co-occurrence matrix. It is calculated as [46] 

                                                          𝐸𝑛𝑒𝑟𝑔𝑦 = ∑ 𝑃(𝑖, 𝑗)2
𝑖,𝑗                                                  (5.10) 

where P(i, j) is the number of gray-level co-occurrence matrices. Here, the cost of the energy of 

a cipher image smaller than its corresponding plain image implies the efficiency of the 

encryption. For cipher images shown in Table 5.3, Table 5.9 shows the results of the energy 

analysis. 

Table 5.9: Results of energy analysis for images of Table 5.3 

Images of Table 5.3 
Energy 

Plain image Cipher image 

(a) 4.625705794060000e+11 1.714731669000000e+10 

(b) 5.756694208300000e+11 1.714690980400000e+10 

(c) 2.529138897840000e+11 1.714734726200000e+10 

(d) 1.539354601014000e+12 8.283035050400000e+10 

(e) 399812478 66644740 

 

5.2.10  Contrast Analysis 

In general, the contrast analysis of an image enables its viewer to recognize objects in the texture 

of that image vividly. Any cipher image gets higher contrast level due to high level of 

randomness at the encryption process. We have measured the contrast parameters of the cipher 

image and evaluate the effectiveness of the proposed technique. Contrast analysis yields a 

measure of the intensity contrast between a pixel and its neighbor over the whole image. The 

mathematical representation is described as [46] 
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𝐶 = ∑ |𝑖 − 𝑗|2𝑃(𝑖, 𝑗)𝑖,𝑗                                                    (5.11) 

where P(i, j) is the number of gray-level co-occurrence matrices. For cipher images shown in 

Table 5.3, Table 5.10 shows the results of the contrast analysis 

Table 5.10: Results of contrast analysis for images of Table 5.3 

Images of Table 5.3 
Contrast 

Plain image Cipher image 

(a) 98730 11000853 

(b) 50296 11013312 

(c) 56830 11005228 

(d) 346848 24207349 

(e) 29449 683039 

 

5.2.11  Efficiency Analysis  

In real-time applications, efficiency is an important factor for secrecy. Table 5.11 represents the 

average encryption time for images of shown in Table 5.3. The proposed encryption technique 

is mainly based of permutation, diffusion, also iteration operation of the chaotic system costs 

much time.  

Table 5.11: Encryption and Decryption time requirement by the proposed technique 

Images of Table 5.3 Key generation Encryption Decryption Total 

(time in sec.) 

(a)  1.826225 1.879723 1.865896 5.571843 

(b) 1.822040 1.872924 1.837722 5.532688 

(c) 1.832462 1.867613 1.854774 5.554849 

(d) 1.831362 1.877685 1.854889 5.563936 
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Table 5.12: Time comparison with other techniques for Lena image (256 × 256) 

Techniques Encryption time (sec.) 

Proposed 0.2525 

[35] 1.1737 

[47] 2.25 

[48] 3.23 

 

Table 5.12 shows the time comparison with other techniques for Lena (256 × 256) grayscale 

image. It is observed from the table that among the compared techniques the proposed one is 

faster than [35], [47] and [48]. 

5.3. Security Analyses 

This section discussess the randomness of key and security of cipher image. For this reason, to 

validate the strength of the cipher image obtained by the proposed technique, the randomness 

test based-on the National Institute of Standards and Technology (NIST) test suite [58], and 

standard security and statistical tests have been performed. 

5.3.1  Key Space 

An enormous key space is necessary to guarantee a high level of security [41]. Herein, the keys 

are generated depending on 256-bit hash value along with 𝑡1
′ ,  𝑡2

′ , 𝑡3
′ , 𝑟, 𝑝, 𝑐 parameters that are 

already introduced. If the precision is considered to be 1014 for the initial conditions of these 

parameters, the size of the key space becomes 1084. Since, SHA-256 key space security is 2128; 

thus, the total key space 𝑆 is 1084 × 2128 ≈ 3.4× 10122. This key space is adequate to prevent 

against exhaustive key attack. As a result, it is quite impossible to mount brute force attack on 

keys. 

5.3.2  Key Sensitivity 

An image cryptosystem should be sufficiently sensitive about slight changes in the secret key 

both at the encryption and the decryption stages [50]. Here, the MRI image shown in Table 5.3 

(a) is used as the plain image. To show the key sensitivity of this proposed technique visually, 

first, one of the key parameters is changed while keeping other parameters as constant. Fig. 5.1 
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represents the key sensitivity in encryption stage and the NPCR for the corresponding cipher 

images of Fig. 5.1 is listed in Table 5.13.  

 

                    

         (a)    (b)         (c)                        (d)                          (e) 

Figure 5.1: Key sensitivity analysis of the encryption stage: (a) the plain MRI image; (b) the 

cipher image obtained by using the original encryption key K; (c) - (e) the cipher image obtained 

by using 3 modified keys K1, K2 and K3. 

Table 5.13: NPCR of corresponding cipher images for Fig. 5.1 (b) – (e) in encryption stage 

 

                        

                (a)         (b)              (c)                          (d)                         (e) 

Figure 5.2: Key sensitivity analysis of the decryption stage: (a) the cipher image; (b) the 

retrieved image obtained by the original decryption key K; (c) - (e) the retrieved image obtained 

by using 3 modified keys K1, K2 and K3. 

Fig. 5.2 shows the key sensitivity in the decryption stage and the NPCR for the corresponding 

decrypted images of Fig. 5.2 is presented in Table 5.14. In Table 5.13, the original SHA-256 

Key Value NPCR 

K a5af04c49ebc0eaa4ed2c8cb01c4aa84390ea4933b39139c9a5e5b02015c2da5 0 

K1 d5af04c49ebc0eaa4ed2c8cb01c4aa84390ea4933b39139c9a5e5b02015c2da5 99.61% 

K2 a5af04c49ebc0eaa4ed2c8cb01c4aa84390fa4933b39139c9a5e5b02015c2da5 99.60% 

K3 75af04c49ebc0eaa4ed2c8cb01c4aa84390ea4933b39139c9a5e5b02015c2da5 99.61% 
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hash key of the plain image is K, and K1, K2, K3 are three modified keys. Now, it is observed 

that when the plain image is encrypted by using three slightly modified keys, the corresponding 

cipher images are entirely different, and the NPCR values shown in Table 5.13 are more than 

99.6%. Besides, while decrypting the cipher image with three slightly changed keys, more than 

99% pixels are different from the retrieved images with the plain image presented in Table 5.14. 

Table 5.14: NPCR of corresponding retrieved images for Fig. 5.2 (b) – (e) in decryption stage 

 

Moreover, an image encryption technique must be sensitive to any slight change of the plain 

image. Hence, a single pixel of the test image, i.e., Table 5.3 (a) is randomly changed to obtain 

a different hash key, and the NPCR of the corresponding cipher images are represented in Table 

5.15. It shows that the modification of any single pixel produces a completely different hash 

value. When compared with the original cipher image shown in Table 5.3 (a), more than 99% 

of the pixels are changed. In brief, the experimental results show that the proposed technique is 

very sensitive concerning the secret key and the plain image. When there are any small changes, 

it influences the encryption and the decryption results. 

Table 5.15: Sensitivity test results of the plain image in Table 5.3 (a) 

Changed Pixel 256-bit hash key NPCR 

Original: P(614,453) = 77 

Changed: P(614,453) = 78 

K4=b57bf1f61f9a54cf4093a13c608b2eebc65f7da

a873e7f951375652178825b6a 

99.61% 

Original: P(739,658) = 110 

Changed: P(739,658) = 111 

K5=a0b9eefbdf40a66daae16b50371064eb17a8b4

2cad9bc34e615e004747ee3e49 

99.59% 

Original: P(469,881) = 255 

Changed: P(739,658) = 254 

K6=e64b2618596ff481c61a7ad6a61903b363bef4

751ed240e5d502969e90eb9922 

99.62% 

 

Key Value NPCR 

K a5af04c49ebc0eaa4ed2c8cb01c4aa84390ea4933b39139c9a5e5b02015c2da5 0 

K1 d5af04c49ebc0eaa4ed2c8cb01c4aa84390ea4933b39139c9a5e5b02015c2da5 99.59% 

K2 a5af04c49ebc0eaa4ed2c8cb01c4aa84390fa4933b39139c9a5e5b02015c2da5 99.61% 

K3 75af04c49ebc0eaa4ed2c8cb01c4aa84390ea4933b39139c9a5e5b02015c2da5 99.60% 
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5.3.3  Known-plaintext, Chosen-plaintext and Ciphertext-only attacks 

Many image encryption methods get affected by known-plaintext, chosen-plaintext, ciphertext-

only [39] etc. attacks. This thesis considers the following three points so that effectively it can 

resist these attacks. At first, the initial values of 1D Logistic map system is calculated by the 

SHA-256 value of the plain image and three external key (𝑡1
′ , 𝑡2

′  and 𝑡3
′ ) parameters. Now, the 

shuffling is performed by the Logistic sequence, which is related with the plain image. Also, the 

construction of confusion key is mainly based on the plain image, and it performs the initial 

diffusion. If the plain image is modified, the usage of distinct SHA-256 values creates different 

initial value for the chaotic system. Thus, further confusion and diffusion result also become 

different. The final diffusion process performed by the Lorenz key is also generated 

from 𝑡1
′ ,  𝑡2

′  and 𝑡3
′ . Even for the same plain image when these three external keys are changed, 

usually it produces distinct cipher image. 

5.3.4  Occlusion Attack 

Any ideal encryption technique should be robust against occlusion (data loss) attack [39] during 

transmission and storage. 

                          

               (a)                                    (b)                                   (c)                                 (d) 

                         

               (e)                                    (f)                                    (g)                                 (h) 

Figure 5.3: The encrypted medical image with (a) 256256, (b) 512512, (c) 5121024, and (d) 

1024512 data cropping; the corresponding decrypted images are (e)-(h). 
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In order to justify the strength of the proposed technique against this attack, the cipher image 

has been cropped with the size of 256×256, 512×512, 512×1024, and 1024×512, as shown in 

Fig. 5.3 (a)-(d). Then the corresponding retrieved images are presented in Fig. 5.3 (e)-(h). From 

the figure, it is observed that still now they are recognizable. Therefore, the proposed technique 

sustains against this attack. 

5.3.5  Noise Analysis 

Three level of security are embedded with generating cipher text. While the cipher image 

transmits over the public network, it may be affected by any form of noise, namely, Salt & 

Pepper noise (SPN) [40], Gaussian noise (GN), and Speckle noise (SN), which makes the 

decryption process problematic [50]. If any proposed encryption technique can retrieve the 

cipher image with noise effectively, it ensures that it possesses the capability to resist noise 

attacks. The simulation considered the image of Table 5.3 (c) as the test plain image, and then 

noises contaminate the test image through variances 0.00001, 0.00005, 0.00007. Now, 

employing the decryption process, Fig. 5.4 presents the retrieved images. 

 

Table 5.16: PSNR values of retrieved images under different kind of noise attacks on plain 

image shown in Table 5.3 (c). 

Noise Variances PSNR (dB) 

Salt & Pepper noise (SPN) 

0.00001 59.556355453644684 

0.00005 51.975997825880633 

0.00007 49.035685629250679 

Speckle noise (SN) 

0.00001 31.076507615943502 

0.00005 26.972058536921974 

0.00007 26.061141714707905 

Gaussian noise (GN) 

0.00001 27.866778902939025 

0.00005 24.145174798695123 

0.00007 23.342118671173154 
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(a) 0.00001 SPN  (b) 0.00005 SPN  (c) 0.00007 SPN 

   

(d) 0.00001 SN  (e) 0.00005 SN  (f) 0.00007 SN 

   

(g) 0.00001 GN  (h) 0.00005 GN  (i) 0.00007 GN 

Figure 5.4: For the developed technique, retrieved images under different noises for plain image 

of Table 5.3 (c). 

The PSNR between the decrypted images and the plain image is computed and listed in Table 

5.16. It is observed that (i) the developed technique has a robust resistance capability to SPN 

while the noise variances are from 0.00001 to 0.00007, the PSNR values are more extensive 

than 49 dB, and the retrieved images have a high level of visual appearance; (ii) besides, the GN 
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has a sound effect on the extracted images, the PSNR values are around 23 dB, and visually they 

are recognizable; and (iii) the developed technique has better resistance capability to SN, PSNR 

values, vary from 26.061 dB to 31.076 dB, and the recovered images are recognizable, also. 

Thus, the developed technique possesses the capability to resist noise attacks. 

5.3.6  Differential Attack 

To test the capability of resistance against differential attack, number of pixels change rate 

(𝑁𝑃𝐶𝑅), and unified average changing intensity (𝑈𝐴𝐶𝐼) is calculated as [41]  

                                               𝐸(𝑎, 𝑏) = {
0, 𝑃(𝑎, 𝑏) = 𝐶(𝑎, 𝑏)

1, 𝑃(𝑎, 𝑏) ≠ 𝐶(𝑎, 𝑏)
                                               (5.12)  

                                              𝑁𝑃𝐶𝑅 =  
∑ ∑ 𝐸(𝑎,𝑏)𝑁−1

𝑏=0
𝑀−1
𝑎=0

𝑀×𝑁
× 100%                                             (5.13) 

                                             𝑈𝐴𝐶𝐼 =  
1

𝑀×𝑁
[∑ ∑

|𝑃(𝑎,𝑏)−𝐶(𝑎,𝑏)|

255

𝑁−1
𝑏=0

𝑀−1
𝑎=0 ] × 100%                      (5.14) 

where, 𝑃 and 𝐶 stand for plain and cipher images, respectively and their dimension is 𝑀 × 𝑁. 

For the plain images shown in Table 5.3, outcomes of 𝑁𝑃𝐶𝑅 and 𝑈𝐴𝐶𝐼 for the proposed 

technique are presented in Table 5.17. It shows that 𝑁𝑃𝐶𝑅 and 𝑈𝐴𝐶𝐼 are very near to the desired 

values. Therefore, the proposed technique has high resistance against this attack. 

The standard expected values of NPCR and UACI, as shown in [33] for a gray image are 

99.6094% and 33.4635%, respectively. For the proposed technique, the values of NPCR and 

UACI for the Lena image are 99.61% and 33.43%, respectively. It confirms a distinct variation 

of cipher image, even if there is any small change in the plain image. That’s why the proposed 

technique possesses keen sensitivity of the plain image. As a result, it proves better robustness 

than compared techniques listed in Table 5.17. 

Table 5.17: NPCR and UACI Analysis for cipher images and comparison with different 

techniques. 

Images of Table 5.3 NPCR (%) UACI (%) 

(a) 99.61 43.04 

(b) 99.61 43.06 

(c) 99.62 35.37 

(d) 99.61 40.66 
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Images of Table 5.3 NPCR (%) UACI (%) 

For Lena image a comparison with other techniques 

Proposed 99.61 33.43 

[11] 99.59 33.34 

[29] 99.59 33.42 

[32] 88.99 30.21 

[33] 99.60 33.46 

 

5.3.7  NIST Randomness Test 

In order to verify the randomness of the generated cipher data, a statistical test suite has been 

designed by NIST, which consists of 15 different tests. To show the performance of each test, it 

estimates 𝑃 − 𝑣𝑎𝑙𝑢𝑒. If this value is  0.01 for the tests, the proposed technique is considered 

to pass (denoted as ‘’) the randomness test. For the proposed technique for the cipher images 

of Table 5.3, the results according to these tests have been presented in Table 5.18. 

 

Table 5.18: NIST Randomness test for cipher images (i.e. 4th column) of Table 5.3 

  

Test 

P-value 

Pass cipher  of 

Fig.5 (a) 

cipher  of 

Fig.5 (b) 

cipher  of 

Fig.5 (c) 

cipher  of 

Fig.5 (d) 

cipher  of 

Fig.5 (e) 

The Frequency (Monobit) Test 0.739918 0.911413 0.534146 0.017912 0.739918  

Frequency Test within a Block 0.350485 0.739918 0.122325 0.911413 0.350485  

The Runs test 0.350485 0.122325 0.911413 0.534146 0.739918  

Longest-Run-of-Ones in a Block 0.739918 0.739918 0.122325 0.911413 0.017912  

The Binary Matrix Rank Test 0.739918 0.213309 0.739918 0.066882 0.350485  

Discrete Fourier Transform Test 0.911413 0.066882 0.911413 0.534146 0.534146  

Non-overlapping Template 

Matching 
0.534146 0.350485 0.213309 0.739918 0.911413  

Overlapping Template Matching 

Test 
0.911413 0.350485 0.739918 0.534146 0.739918  

The Linear Complexity Test 0.066882 0.534146 0.350485 0.739918 0.213309  

The Serial test       

𝑃 − 𝑣𝑎𝑙𝑢𝑒 1 0.739918 0.739918 0.739918 0.911413 0.739918  

𝑃 − 𝑣𝑎𝑙𝑢𝑒 2 0.122325 0.213309 0.213309 0.991468 0.213309  

The Cumulative Sums Test 0.739918 0.739918 0.350485 0.911413 0.911413  
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CHAPTER VI 

 

Conclusions 

 

6.1  Concluding Discussion 

By combining SHA-256, Logistic map, Lorenz attractor and dynamic DNA encoding computing 

rules; the proposed multi-stage encryption technique enriches the security-level of the medical 

image. Here initially, a chaotic sequence is generated by exploiting Logistic map and SHA-256 

value altogether, for the plain image. Then according to this sequence, the plain image is 

converted into a confusing image. Again using the same sequence, a confusion key is generated 

to encrypt this blur image. Finally, the deployment of Lorenz attractor makes another encryption 

key. Then dynamic DNA encoding and computing performed between this key and encrypted 

blur image which rules are determined by the logistic sequence. Thus, the final cipher image is 

produced. As a result the ultimate cipher is extensively confusing, and for the intruder, it is not 

possible to mount any form of attack. The randomness, security and statistical test analyses 

considered here also guarantee the robustness of the proposed technique.  

6.2  Future work 

The proposed technique is a specially designed for digital images especially for medical image 

data. This technique can be applied in any cryptographic application in the cloud storage and 

data distribution platform. Further modification of the technique will apply this in real world 

security protocol. A further plan of extension is to incorporate following techniques to maintain 

faster transmission and lossless properties: 

 Compression 

 De-noising 
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