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#### Abstract

In this thesis we mainly deal with two problems - experimental design and packing problems. In the field of experimental design problems we consider maximin Latin Hypercube Designs (LHDs). In the field of packing problems we consider those of packing $n$ equal or unequal circles in a circular container with minimum radius. Both problems can be formulated as optimization ones. The former is a combinatorial problem, while the latter is a continuous one.

We propose heuristic approaches to tackle these problems. These are Iterated Local Search (ILS) heuristics for maximin LHDs, and Basin Hopping (BH) heuristics for packing problems. Actually, ILS and BH approaches have strong similarities and could be described within an unified framework. However, following the literature, where ILS approaches are mainly applied to combinatorial problems, while BH approaches are mainly applied to continuous problems, we will keep them apart.

In order to deal with maximin LHDs, we propose two ILS variants, corresponding to two distinct optimality criteria which are employed to drive the search among LHDs. Extensive experiments are performed for the investigation of the strengths and weaknesses of the algorithms. A remarkable finding is that the most efficient method, though time consuming, performs a non monotonic search, driven by an appropriate objective function, within the space of LHDs. The proposed approaches are extensively compared with the existing ones in the literature, and many improved results with respect to best known ones, are obtained. In particular, the proposed methods seem to outperform the existing ones when the dimension of the design points increases. Finally, we also discuss about the time complexity of the algorithms: by mixing theoretical results with experimental ones, we derive an empirical formula for each ILS variant, returning the expected run time as a function of the number of design points and of their dimension.

To deal with the problem of packing equal circles in a circular container with minimum radius, we propose a variant of BH , namely Monotonic BH (MBH) and its population based counterpart, Population BH (PBH). Extensive computational experiments are performed both to analyze the problem at hand, and to choose in an appropriate way the parameter values for the proposed methods. Different improvements with respect to the best results reported in the literature are detected. The problem of packing unequal circles in a circular container with minimum radius is also attacked with the MBH and PBH approaches, but some components of these approaches are adapted in order to fully exploit the peculiarities of the problem with unequal circles (in particular, its combinatorial nature due to the different radii of the circles). Again extensive computational experiments are performed and improvements with respect to the existing literature are detected.
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## 1. INTRODUCTION

In an optimization problem we search for the (global) minimum (maximum) of a function over a given domain; we can formulate it as follows

$$
\begin{equation*}
\min (\text { or } \max )\left\{f(X): X \in D \subseteq \mathbb{R}^{n}\right\} \tag{1.1}
\end{equation*}
$$

where $f$ is called objective function and maps $\mathbb{R}^{n}$ to $\mathbb{R}$, and $D$ is called feasible set, usually defined by a set of equality and/or inequality constraints. The problem is called non-convex if $f$ is not a convex function (or concave in maximization problems) and/or $D$ is not a convex set. The problem is said to be unconstrained if $D=\mathbb{R}^{n}$; when $D \subset \mathbb{R}^{n}$, we are dealing with a constrained optimization problem. If $D$ is a discrete set, then we call the optimization problem a combinatorial one. If $D$ is a continuous set we call the optimization problem a continuous one.

Important definitions are those of local and global optimizers. A global minimizer (maximizer) is simply the best point within the feasible region, i.e., the one with lowest (largest) objective function value if we are minimizing (maximizing). More formally, $X^{*}$ is a global minimizer of $f$ over $D$ if

$$
\begin{equation*}
f\left(X^{*}\right) \leq f(X) \forall X \in D \tag{1.2}
\end{equation*}
$$

In order to define local minimizers we need to introduce the concept of neighborhood. For continuous problems the natural choice is to consider as a neighborhood, $\mathcal{N}_{\eta}$, for some $X \in D$ a $n$-dimensional sphere centered at $X$ and with some positive radius $\eta$, i.e.

$$
\begin{equation*}
\mathcal{N}_{\eta}(X)=\left\{Y:\|Y-X\|_{2} \leq \eta\right\} \tag{1.3}
\end{equation*}
$$

where $\|\cdot\|_{2}$ denotes the Euclidean distance. Then, in the continuous case we define $X^{\prime}$ a local minimizer, if for some $\eta>0, X^{\prime}$ is the best point within $\mathcal{N}_{\eta}\left(X^{\prime}\right) \cap D$, i.e.,

$$
\begin{equation*}
f\left(X^{\prime}\right) \leq f(X) \forall X \in \mathcal{N}_{\eta}\left(X^{\prime}\right) \cap D \tag{1.4}
\end{equation*}
$$

For combinatorial problems the definition of a neighborhood is less obvious and often problem dependent. Anyway, once a neighborhood structure $\mathcal{N}_{c}$ has been defined, the definition of a local minimizer is completely analogous to (1.4) with $\mathcal{N}_{\eta}$ replaced by $\mathcal{N}_{c}$. Note that any global minimizer is also a local minimizer (independently from the neighborhood). Also note that while efficient procedures for the detection of local minimizers are usually available, the task of finding a global minimizer is usually a much more challenging one. Exact methods exist, including branch-and-bound techniques, cutting algorithms, branch-and-cut algorithms, dynamic programming. However, often only heuristic approaches are
possible because returning a certificate of optimality would require unacceptably long computation times. The efficiency of these heuristic procedures often depends on an appropriate combination of general approaches (i.e., approaches which can be applied to general optimization problems) with specific problem knowledge.

While there exists a huge varietv of combinatorial and continuous optimization probiems, in this thesis we will focus our attenion on two classes of optimization problems: maximin distance problems and packing problems. In the first class we have to place a given number of points in some given area in such a way that their minimal "distance" is maximized. Within this class we will consider a combinatorial problem, maximin Latin Hypercube Design (LHD), where the area is a grid of points with integer coordinate values (which is related to experimental design problem), and a continuous one, where the area is a circular one. In the second class we have to place objects within some area, whose dimension is controlled by some parameter, without overlapping and in such a way that the overall dimension of the area is as small as possible. In this class we will consider two continuous problems: the problem of packing equal circles within a circular container with minimum radius (which, in fact, is equivalent to the second maximin distance problem introduced above, as we will discuss more thoroughly later on), and the same problem with unequal circles.

### 1.1 Statements of the problems

Maximin distance problems aim at placing $N$ points within a region $C$ in such a way that they satisfy some properties $\mathcal{P}_{1}, \ldots, \mathcal{P}_{u}$ and that, given some distance $d$ between pairs of points, the minimal distance between them is maximized. Formally, the problem is the following

$$
\begin{array}{ll}
\max & \min _{i \neq j} d\left(x_{i}, x_{j}\right) \\
& x_{1}, \ldots, x_{N} \in C  \tag{1.5}\\
& x_{1}, \ldots, x_{N} \text { satisfy properties } \mathcal{P}_{1}, \ldots, \mathcal{P}_{u}
\end{array}
$$

In its most general formulation the packing problem can be defined as follows. Given a container which depends on a size parameter $r$ and denoted by $C(r) \subset$ $\mathbb{R}^{d}$, and given $n$ geometrical objects whose position in the $d$-dimensional space depends on $u$ position parameters $\alpha_{i 1}, \ldots, \alpha_{i u}$, i.e., $D_{i}=D_{i}\left(\alpha_{i 1}, \ldots, \alpha_{i u}\right) \subset \mathbb{R}^{d}$, $i=1, \ldots, n$, we would like to choose the parameters in such a way that all the objects are packed into the container without overlapping (the objects can at most "touch" each other) and the size of the container is minimized. More formally, the problem is the following

$$
\begin{array}{lll}
\min & r & \\
& D_{i}\left(\alpha_{i 1}, \ldots, \alpha_{i u}\right) \subseteq C(r) & i=1, \ldots, n  \tag{1.6}\\
& D_{i}^{0}\left(\alpha_{i 1}, \ldots, \alpha_{i u}\right) \cap D_{j}^{0}\left(\alpha_{j 1}, \ldots, \alpha_{j u}\right)=\emptyset & i \neq j
\end{array}
$$

where $D_{i}^{0}$ denotes the interior of $D_{i}$.
As pointed out previously, in the thesis we will deal with two problems belonging to each of the two classes. The first maximin distance problem is maximin

Latin Hypercube Design (LHD). In such problem with respect to (1.5) we have that

$$
C=\{0,1, \ldots, N-1\}^{k}
$$

for some dimension $k, u=1$ and $\mathcal{P}_{1}$ requires that no two points have a common coordinate value (equivalently, for each single coordinate, the values of such coordinate for the $N$ points must represent a permutation of $0,1, \ldots, N-1$ ). Being $C$ a discrete set, the problem is a combinatorial one. The second maximin distance problem is related to placing points in a circular area, which, without loss of generality, can always be considered as the unit circle. In this case with respect to (1.5) we have that

$$
C=\left\{(x, y): x^{2}+y^{2} \leq 1\right\}
$$

and points do not have to satisfy further properties.
In the two packing problems we have to place (equal or unequal) circles in a circular container. With respect to (1.6) we have that: the objects are equal or unequal circles of given radius; the container is a circle; $u=2$; the position parameters $\alpha_{i 1}$ and $\alpha_{i 2}$ correspond to the coordinates of the center of circle $i$; the size parameter $r$ is the radius of the circular container.

We remark that the problem of packing equal circles in a circular container with minimum radius, and the problem of placing points in a circular area in such a way that their minimal distance is maximized, are in fact equivalent, in the sense that given an optimal solution and the optimal value for one of the two problems, we can easily derive through simple formulas an optimal solution and the optimal value also for the other problem. For this reason, in what follows we will only discuss one of the two problems, namely the packing one.

### 1.2 Latin Hypercube Designs: literature review

Since physical experiments are inevitably very expensive and time consuming, computer experiments are widely used for simulating physical characteristics and for the design and development of products (for examples, see [67]). A computer experiment is modeled as a realization of a stochastic process, often in the presence of nonlinearity and high dimensional inputs (see Sacks, Welch, Mitchell and Wynn [203]). In order to perform efficient data analysis and prediction and in order to determine the best settings for a number of design parameters that have an impact on the response variable(s) of interest and which influence the critical quality characteristics of the product or process, it is often necessary to set a good design as well as to optimize the product or process design. In computer experiments, instead of physically doing an experiment on the product, mathematical models describing the performance of the product are developed using engineering/physics laws. Then the mathematical models are solved on computers through numerical methods such as the finite element method. A computer simulation of the mathematical models is usually timeconsuming and there is a great variety of possible input combinations. For these reasons, meta-models $[13,217]$ that model the quality characteristics as explicit functions of the design parameters are constructed. Such a meta-model, also
called a (global) approximation model or surrogate model, is obtained by simulating a number of design points. Since a meta-model evaluation is much faster than a simulation run, in practice such a meta-model is used, instead of the simulation model, to gain insight into the characteristics of the product or process and to optimize it. Therefore, a careful choice of the design points at which performing simulations in order to build the meta-model, is of primary importance.

As is recognized by several authors, the choice of the design points for computer experiments should at least fulfill two requirements (for details see Johnson et al. [125] and Morris and Mitchell [178]). First of all, the design should be space-filling in some sense. When no details on the functional behavior of the response parameters are available, it is important to be able to obtain information from the entire design space. Therefore, design points should be evenly spread over the entire region. Secondly, the design should be non-collapsing. When one of the design parameters has (almost) no influence on the function value, two design points that differ only in this parameter will collapse, i.e., they can be considered as the same point that is evaluated twice. For deterministic functions this is not a desirable situation. Therefore, two design points should not share any coordinate value when it is not known a priori which parameters are important.

The latter requirement is fulfilled by employing Latin Hypercube Designs (LHDs). Such designs, proposed by Beckman, Conover and McKay [169], are evenly distributed in each one-dimensional projection and are thus non-collapsing. Unfortunately, randomly generated LHDs almost always show poor space-filling properties. On the other hand, maximin distance designs, proposed by Johnson, Moore and Ylvisaker [125], have very good space-filling properties but often no good projection properties under the Euclidean or the Rectangular distance. To overcome this shortcoming, Morris and Mitchell [178] suggested to search for maximin LHDs when looking for "optimal" designs. Although the search for maximin LHDs will be one of the problems discussed in this thesis, it is important to point out that also other definitions of "optimality" for designs exist in the literature. These are not discussed in detail throughout the thesis (we refer, e.g., to the book of Santner et al. [205]), but, for the sake of completeness, in the following literature review we will mention some of them, together with a short discussion of the methods employed to return "optimal" (according to the selected definition) designs.

In [128] F. Jurecka et al. the concept of robust design is presented and the need for meta-models within this framework is elaborated. They also introduced a method to sequentially update the meta-models during the robust design optimization process through strategies typically used in global optimization.

Bates et al. [15] obtain designs for computer experiments by exploring so-called lattice points and using results from number theory.

Fang et al. in $[65,66]$ defined a uniform design as a design that allocates experimental points uniformly scattered on the domain. Uniform designs do not require orthogonality. They consider projection uniformity over all subdimensions. In [66] they classify uniform designs as space-filling designs.

In [212] Sebastiani and Wynn considered maximum entropy sampling criterion for the optimal Bayesian experimental design. The main contribution of this paper is the extension of the MES principle for the estimation of the problems. Currin [47] also considered an entropy-based design criterion for Bayesian prediction of deterministic functions.

In [119] R. L. Iman and W. J. Conover proposed a design by minimizing a linear correlation criterion for pairwise factors. This is modified into a polynomial canonical correlation criterion by Tang [238].

Johnson et al. in [123] and Morris and Mitchell in [178] proposed the maximin distance criterion which maximizes the minimum distance between design points. Note that a maximin design is certainly space-filling, but not necessarily non-collapsing, unless the LHD requirement is imposed.

Stinstra et al. [221] proposed sequential heuristic algorithms for constrained maximin designs by considering high number of design sites with small volume of feasible design space and other constraints. They also used their methods in many practical situations.

Lee and Jung [145] proposed maximin eigenvalue sampling, that maximizes minimum eigenvalue, for Kriging model where maximin eigenvalue sampling uses eigenvalues of the correlation matrix. The Kriging model is obtained from sampled points generated by the proposed method. Note that the Kriging model [137] is used to compare the characteristics of proposed sampling design with those of maximum entropy sampling.

The maximin design problem has also been studied in location theory. In this area of research, the problem is usually referred to as the max-min facility dispersion problem (see Erkut [63]); facilities are placed such that the minimal distance to any other facility is maximal. Again, the resulting solution is certainly space-filling, but not necessarily non-collapsing.

In statistical environments Latin Hypercube sampling is often used. In such an approach, points on the grid are sampled without replacement, thereby deriving a random permutation for each dimension (see McKay et al. [169]).

Giunta et al. [77] give an overview of pseudo- and quasi-Monte Carlo sampling, Latin hypercube sampling, orthogonal array sampling, and Hammersley sequence sampling.

McKay et al. [169], Stein [218] and Owen [192] had shown that LHDs perform much better than completely randomized designs. More recently, algorithms have been used to construct systematic LHDs under various optimality criteria. A LHD always has non-collapsing properties but not necessarily good spacefilling property. In particular, as already remarked, randomly generated LHDs often show poor space-filling properties. Therefore, the search for "optimal" LHDs has attracted attention (see, e.g., $[178,193,237,265,266]$ ). Different optimality criteria for LHDs have been proposed, including maximum entropy
designs (Shewry and Wynn, [214]; Currin et al., [47]), Integrated Mean Squared Error (IMSE) of prediction (Sacks et al. [203]) and minimax and maximin distance designs (Johnson et al. [125] ).

Hongquan Xu in [263] introduced the concept of universal optimality from optimum design theory into computer experiments, and then exhibited some universally optimal designs with respect to different distance measures. He showed that Latin Hypercubes and saturated orthogonal arrays are universally optimal with respect to Hamming distance [100], and that universally optimal designs with respect to Lee distance [143] are also derived from Latin Hypercubes and saturated orthogonal arrays.

Lin in [153] proposed several methods for extending the uniform sampling to higher dimensions. The method has also been used to construct LHDs with low correlation of first-order and second-order terms. It generates orthogonal LHDs that can include many more factors than those proposed by Ye [265].

Cioppa in his dissertation [40] developed a set of experimental designs by considering orthogonal Latin hypercubes and uniform designs to create designs having near orthogonality and excellent space-filling properties. Multiple measures were used to assess the quality of candidate designs and to identify the best one.

Tang in [238] proposed a LHD by the extension of the concept of Iman and Conover in [119], namely minimizing a polynomial canonical correlation criterion for pairwise factors.

Park in [193] and Sacks in. [203] constructed optimal LHDs in which IMSE and entropy optimization criteria were considered. To construct optimal LHDs, Park presented an approach based on the exchanges of several pairs of elements in two rows. His algorithm first selects some active pairs which minimize the objective criterion value by excluding that pair from the design. Then, for each chosen pair of two points $i_{1}$ and $i_{2}$, the algorithm considers all possible exchanges $x_{i_{1} j_{1}} \leftrightarrow x_{i_{2} j_{1}}, \ldots, x_{i_{k} j_{1}} \leftrightarrow x_{i_{k} j_{1}}$ for $k \leq l$ and find the best exchange among them.

Leary et al. [142] proposed orthogonal-array-based LHDs for obtaining better space-filing property. As an optimal criterion, they consider the sum of (square of) reverse inter-site distances.

Ye in [265] constructed orthogonal LHDs in order to enhance the utility of LHDs for regression analysis. Ye defines an Orthogonal Latin Hypercube (OLHC) as a Latin Hypercube for which every pair of columns has zero correlation. Furthermore, in Ye's OLHC construction, the element-wise square of each column has zero correlation with all other columns, and the element-wise product of every two columns has zero correlation with all other columns. These properties ensure the independence of estimates of linear effects of each variable and the estimates of the quadratic effects and bilinear interaction effects are uncorrelated with the estimates of the linear effects.

In [219] Steinberg and Lin constructed LHDs in which all main effects are or-
thogonal. Their method can also be used to construct LHDs with low correlation of first-order and second-order terms. It also generates orthogonal LHDs that can include many more factors than those proposed by Ye [265].

Morris [177] and Kleijnen [132] make it clear that many simulation models involve several hundred factors or even more. Consequently, factor screening is useful in computer experiments for reducing the dimension of the factor space before carrying out more detailed experiments. In [33] Butler proposed optimal and orthogonal LHDs which is suitable for factor screening.

Fang et al. [65] proposed threshold accepting heuristic approaches for optimal LHDs to produce low discrepancy designs compared to theoretic expectation and variance. They considered centered $L_{2}$-discrepancy for optimizing the designs.

Olsson [190] suggested Latin Hypercube sampling as a tool to improve the efficiency of different importance sampling methods for structural reliability analysis. Stocki [222] and Liefvendahl and Stocki [151] proposed probabilistic search algorithm, namely Column-wise Pair-wise (CP) search algorithms and Genetic algorithms to construct optimal LHDs. For the optimal criterion they considered energy function (the sum of the norms of the repulsive forces if the samples are considered as electrically charged particles) as proposed in [9]. To improve the reliability, Stocki [222] considered the pairwise correlation. Liefvendahl and Stocki [151] also compared the performance of the CP and genetic algorithms for optimal LHDs.

By using the Latin Hypercube sampling method in [118], Hwan Yang performed the uncertainty and sensitivity analysis for the time-dependent effects in concrete structure. The results of the Latin Hypercube simulations were used to determine which of the model parameters are most significant in affecting the uncertainty of the design [120]. For each sample, a time-dependent structural analysis was performed to produce response data, which were then analyzed statistically.
G. Wang [248] used the Latin Hypercube Design (LHD) instead of the Central Composite Designs (CCD), for improvement of Adaptive Response Surface Method (ARSM). Note that ARSM was developed to search for the global design optimum for computation-intensive design problems. Also note that Response Surface Method (RSM) plans a group of design alternatives and performs the design analysis and simulation simultaneously on these design alternatives. Then an approximation model, called a response surface, is constructed.
van Dam in [48] derives interesting results for two-dimensional minimax LHDs. Bates et al. [16] propose a permutation genetic algorithm to find optimal AudzeEglais LHDs. Crary et al. [45] developed I-OPT ${ }^{T M}$ to generate LHDs with minimal IMSE.

In Santner et al. [205], Bursztyn and Steinberg [32], [215], it is shown that maximin optimal LHDs generally speaking yield the best approximations.

Jin et al. [122] proposed an enhanced stochastic evolutionary algorithm for finding maximin LHDs. They also apply their method to other space-filling criteria, namely the optimal entropy and centered $L_{2}$ discrepancy criteria.
van Dam et al. in [49] derive general formulas for two-dimensional maximin LHDs, when the distance measure is $\ell^{\infty}$ or $\ell^{1}$, while for the $\ell^{2}$-distance measure (approximate) maximin LHDs up to 1000 design points are obtained by using a branch-and-bound algorithm and constructing (adapted) periodic designs.
van Dam et al. in [50] proposed some bounds, for the separation distance of certain classes of maximin LHDs, which are useful for assessing the quality of approximate maximin LHDs. By using some of the special properties of LHDs, they were able to find new and tighter bounds for maximin LHDs. Besides these bounds, they presented a method to obtain a bound for three-dimensional LHDs that is better than Baer's bound for many values of $N$. They also constructed maximin LHDs attaining Baer's bound for infinitely many values of $N$ in all dimensions.

Morris and Mitchell [178] adopted a simulated annealing (see, e.g., [8]) to find approximate maximin LHDs for up to five dimensions and up to 12 design points, and a few larger values, with respect to the $\ell^{1}$ - and $\ell^{2}$-distance measure. In Morris and Mitchell's algorithm, a search begins with a randomly chosen LHD, and proceeds through examination of a sequence of designs, each generated as a perturbation of the preceding one. A perturbation $D_{t r y}$ of a design $D$ is generated by interchanging two randomiy chosen elements within a randomly chosen column in $D$. The perturbation $D_{\text {try }}$ replaces $D$ if it leads to an improvement. Otherwise, it will replace $D$ with probability $\pi=\exp \left[-\left\{\phi\left(D_{\text {try }}\right)-\phi(D)\right\} / t\right]$, where $t$ is the preset parameter known as the "temperature "and $\phi$ is some measure of the quality of the design. Li and $\mathrm{Wu}[150]$ considered a class of Columnwise Pair-wise (CP) algorithms in the context of the construction of optimal supersaturated designs. A CP algorithm makes exchanges on the columns in a design and can be particularly useful for designs that have structure requirements on the columns. Note that each column in a LHD is a permutation of $\{0, \ldots, N-1\}$. At each step, another permutation of $\{0, \ldots, N-1\}$ is chosen to replace a column so that the LHD structure is retained.

Joseph and Hung in [127] proposed a multi-objective optimization approach to find good LHDs by combining correlation and distance performance measure. They proposed a modified simulated annealing algorithm with respect to [178]. Instead of randomly choosing a column and two elements within that column, as in [178], they choose them judiciously in order to achieve improvement in their multi-objective function.

Ye et al. [266] and Li and Ye [149] proposed an exchange algorithm for finding approximate optimal LHDs, but they consider symmetric latin hypercube designs (SLHDs). The symmetry property is used as a compromise between computing effort and design optimality. However, one important change had made to accommodate the special structure of SLHD. For a SLHD two simultaneous pair exchanges were made in each column to retain the symmetry. Ye et al. [266] considered maximin as an optimal criterion, whereas Li and Ye [149]
considered both the maximin and the entropy optimal criterion.
Husslage et al. in [116] constructed nested maximin designs in two dimensions. They showed that different types of grids should be considered when constructing nested designs and discussed how to determine which grid is the best for a specific computer experiment.

Using (adapted) periodic designs and simulated annealing, Husslage et al. in [117] extended the known results and construct approximate maximin Latin hypercube designs for up to ten dimensions and for up to 100 design points. All these designs can be downloaded from http://www.spacefillingdesigns.nl. Inspired by the paper [178], in which authors show that LHDs often have a nice periodic structure, Husslage et al. developed adapted periodic designs. By considering periodic and adapted periodic designs, approximate maximin LHDs for up to seven dimensions and for up to 100 design points are constructed. They have shown that the periodic heuristic tends to work well even for a small number $N$ of design points at low values of the dimension $k$, but as $k$ increases the periodic heuristic tends to get better than other approaches like simulated annealing only at large $N$ values.

In the simulated annealing algorithm of Husslage et al. in [117], four different neighborhoods have been considered. In all four neighborhoods the main idea is to change two points of the current LHD by exchanging one or more coordinate values. In three of the four neighborhoods, one point is required to be a critical point (a critical point is a point which is at separation distance, i.e., at a distance equal to the minimal one, from one of the other points). In the first neighborhood, one point $j_{1}$ is selected randomly from all critical points and the other point $j_{2}$ randomly from all remaining points. This implies that the second point can either be a critical or noncritical point. Once the points are selected, the number of coordinates to change is randomly selected. Due to symmetry, at most $\lfloor k / 2\rfloor$ coordinates are changed. Subsequently, the coordinates to change are randomly selected. The values of the two points in these coordinates are then exchanged, which results in a new LHD. The second neighborhood is very similar to the first. The only difference is that always one coordinate is selected instead of a random number of coordinates. Note that for $k=3$ the two neighborhoods are the same. In the third neighborhood, also one
 coordinate is changed, however, now the coordinate is not randomly selected. Instead, all coordinates are tried and the one which results in the neighbor with the largest separation distance is selected. If more coordinates result in the same separation distance, the one with the lowest index is selected. The fourth neighborhood is again very similar to the second neighborhood. The difference is that the first point is randomly selected from all points, instead of only the critical points. Although simulated annealing algorithms have been used before to deal with this type of problem, this adapted neighborhood structure, which is based on critical points, and the use of a different objective function, turned out to work well.

### 1.3 Packing problems : literature review

The problem of optimally placing $n$ non-overlapping objects belonging to $\mathcal{R}^{d}$ of equal or different size, within a smallest container is a classical mathematical problem and has been widely considered in the literature. Besides being interesting because of their complexity, the attractiveness of packing problems is also motivated by a very broad range of practical applications. Packing problems arise in many scientific and engineering fields including production and packing for the textile, apparel, naval, automobile, aerospace and food industries, in particular, to problems related to Cutting and Packing (C\&P) [56, 60, 61, 71, 97, 224, 229, 230, 253]. Packing problems are bottleneck problems in Computer Aided Design (CAD) and Computer Aided Manufacturing (CAM) where designs plans are to be generated for industrial plants, electronic modules, nuclear and thermal plants, etc. [224, 106]. In the pulp industry, packing of cylinders of pulp with different diameters and equal lengths into a shipping container is a common problem which is discussed in [75]. In [152] Liu and Chen discuss about the layout of newspapers or homepages. Dowsland et al. in [58] discuss a circle cutting problems arising in the motor cycle industry (manufacture of sprockets-toothed wheel used in a chain drive). The visualization of hierarchical information structures is an important topic in the visualization community [99]. In [250] Wang et al. applied the circle packing algorithms for visualization of large hierarchical data.

Although also higher dimensional packing problems have been considered (see, e.g., $[62,73,74,85,98]$ ), the literature about packing problems is mostly devoted to two-dimensional problems. Different two-dimensional objects have been considered. Chen et al. [39] investigated the mix-integer nonlinear model for constructing a 2-D selection problem, where placement objects were rectangles. The works of Marques et al. [166], Oliveira and Ferreira [189] and Correia et al. [42] discussed experiments with simulated annealing based meta-heuristic techniques for problems of allocating non-convex objects on rectangular containers. However, in the field of packing problems with two-dimensional objects, those dealing with circles (often equal ones) certainly play a major role (the mathematician R.L. Graham says that "the optimal packing of equal disks . . . is an ancient and extremely difficult problem. Some of these very simple problems, like how you pack 27 disks in a triangle, square, or circle, are very stubborn". For this reason a good deal of literature refers to the problem of packing circles into containers with different regular shapes (like squares, rectangles, triangles, circles). Probably, the most widely studied case is the problem of packing equal circles in a square. For this reason, although we will not focus our attention on this problem in the thesis, we will dedicate the next subsection to this special case, which has often inspired methods also for the other cases. Later on, we will dedicate a subsection to the problem of packing equal and unequal circles into a circular container, which will be the one considered in the thesis. We will not discuss packing in other shapes like triangles (see, e.g., [87, 171, 173, 185, 264]) or rectangular strips (see, e.g., $[105,139,223,225])$. We also refer to the recent paper [35] for a detailed survey about methods and applications of circle packing problems.

### 1.3.1 Packing equal circles in a square

This problem is about 50 years old. In 1960, Moser was the first who studied circle packing in a square [182]. He guessed the optimal arrangement of 8 circles. Schaer and Meir [211] proved his conjecture and Schaer also solved the problem for $n=9$ [208]. For $n \geq 10$ only the optimal packing of $n=14,16,25,36$ have been proved by hand. Wengerodt published proofs for $n=14,16,25$ [255, 256, 257], while Wengerodt and Kirchner published a proof for $n=36$ [130] by using theoretical tools. However, there are gaps in both proofs for $n=$ 25 and 36 according to the review MR1453444 in Mathematical Reviews [235].

To tackle larger numbers of circles, researchers turned to computer-aided methods. By using them, optimal packings have been derived up to $n=30[164$, $165,187,194]$. In [155] optimality within precision $10^{5}$ has been proven for $n$ up to 35 and for $n=38,39$. Computer-aided optimality proofs turn out to be quite computationally demanding. It is interesting to observe that these proofs are usually based on subdivisions of the unit square into non-overlapping sub-rectangles, each of which is guaranteed to contain at most one point of an optimal solution, and on the subsequent analysis of all the possible combinations of $n$ such sub-rectangles. As a consequence, the computational burden does not increase regularly with $n$ but has a sudden increase each time there is a need to increase the number of sub-rectangles (and then also the number of possible combinations) in order to guarantee that each of them contains at most one point of an optimal solution.

The difficulty of proving optimality led to the development of heuristic approaches aiming at improving best known results without giving optimality proofs for them. This represents the second main branch of research in the field of packing problems. Good approximate packings (i.e., packings determined by computer aided numerical computations without a rigorous proof) are reported in the literature for $n$ up to 100 [235] (results for larger $n$ values are also reported in the Packomania web site [274], but only a few methods have been run over such larger instances). At the same time, some other related results (e.g., patterns, bounds and some properties of the optimal solutions) were published as well $[88,231,232,235]$. Below we give a short description of some of the employed methods.
de Groot et al. [91] searched for packings with $n \leq 22$ circles employing the simplex and quasi-Newton BFGS algorithm.

One technique that has proved effective simulates the idealized movements of billiard balls inside a circular or square table. In $[88,160,162,163]$ an eventdriven (billiard balls) simulation algorithm has been applied for solving packing problems of equal circles: given a number of points-tiny disks-randomly spread out over a circular or square area, the disks move around like billiard balls, colliding, rebounding, and changing speed. As the disks roam, their diameters gradually increase, so the disks have less and less space within which to move. Eventually, they get locked into some sort of packing. The procedure is applied hundreds of times for a given number of disks, started in random positions and at random velocities.

Nurmela and Östergärd, in [186] applied an energy minimization technique for solving the packing of equal circles problems. The authors define an energy function

$$
E=\sum_{i \neq j}\left(\frac{\lambda}{d_{i j}}\right)^{m}
$$

where $d_{i j}$ is the Euclidean distance between points $i$ and $j, \lambda$ is a scaling factor, and $m$ is a positive integer. They adopt a multistart approach starting a local optimization from at least 50 randomly generated solutions. Noting that when the energy is minimized, the corresponding solutions converge to those of the packing problem as $m \rightarrow \infty$, for each initial point the authors first perform a local search with a small $m$ value and once they have reached a local minimum they increase the value of $m$, repeating this scheme until $m$ becomes very large. The energy should be minimized over the box $[0,1]^{2 n}$ but the authors transform the problem into an unconstrained one by an appropriate change of variable. In the same paper the authors also recognize some regular patterns of disks which are optimal or presumably optimal for small $n$ values but become non-optimal for $n$ large enough. The best known among such patterns is the square lattice packing of $n=k^{2}$ points which is optimal for $k$ up to 6 but is not for $k=7$. Graham and Lubachevsky [88] considered the patterns proposed in [186] and extended them with new ones. Their billiards simulation method allows them to identify threshold indices above which it is guaranteed that the identified regular patterns become non-optimal.

Boll et al. proposed a two-phase approach in [27]. The first phase is an approximation one. During this phase each point in turn is moved along appropriately chosen directions with a step-size which is exponentially decreased during the run. The second phase is a refining one where the result of the first phase is the starting point for the billiards simulation method.

In [34] initially the unit square is subdivided into $k \times k$ sub-squares, where $k=\lceil\sqrt{n}\rceil$, and the initial solution is obtained by placing the $n$ points at the center of $n$ randomly selected distinct sub-squares. Then, each point is randomly perturbed and the perturbed point may be accepted even when it is non-improving (i.e., backtracking is allowed during the search). Starting from the results in [34], Szabó in [231] discussed some new regular patterns of points.

A recent development has been the application by Addis et al. [4] of Monotonic Basin Hopping and Population Basin Hopping approaches. This allowed to get many improvements of the best known solutions, even for $n$ up to 100, now reported in [274].

For a more detailed history of the problem we refer to the recent book [234].

### 1.3.2 Packing circles in a circle

To the author's knowledge, the first reference to this problem dates back to Kravitz [136], where solutions for the problem of packing $n$ identical circles in a minimal circular container are reported for $n$ up to 19 without any optimality
proof. Reis [200] extended the range of $n$ to 25 .
Graham [86] proved optimality of packing with up to 7 circles. Fodor in [69, 70], exhibited the densest packing of $n=12$ as well as $n=19$ congruent circles in a circle with the help of a mathematical tool based on Besicovitch's lemma, developed by Bateman and Erdös [14].

Lubachevsky and Graham in [161] proposed a mathematical formulation for packing higher order identical circles in a large circle called curved hexagonal packing, when the number of circles can be formulated in a specific form. For 37, 61 , and 91 disks, the curved hexagonal packings were the densest they obtained by computer experiments using the so-called 'billiards'simulation algorithm.

Huang and Xu [258] gave a quasi-physical personification algorithm based on combining the quasi-physical approach with the personification strategy by simulating the movement system for packing unequal and equal circles into a circle container.

An improved quasi-physical quasi-human (QPQH) algorithm has been given in [249]. This algorithm combines the quasi-physical approach and the quasihuman strategy.

The equivalent maximin distance problem for $n$ points in a unit circle has been discussed and tackled with a standard greedy approach in [5].

In [268] Zhang and Huang presented a heuristic simulated annealing (HSA) algorithm to solve the (equal/unequal) circles packing in a circular container problem. For constructing a special neighborhood and jumping out of the local minimum trap, some effective heuristic strategies are incorporated in their SA based algorithm. The HSA algorithm inherits the merit of the SA algorithm, and can avoid the disadvantage of blind search in the simulated annealing algorithm to some extent according to the special neighborhood.

Zhang and Deng [269] proposed an hybrid algorithm for the packing of identical circles as well as unequal circles in a large circle. They combined the simulated annealing (SA) approach with tabu search (TS) approach to develop a hybrid algorithm to overcome the disadvantages of the two approaches taken by their own. The key of this algorithm lies in a powerful means for getting out of local minima. SA was introduced to escape from local optima with probability mechanism. TS is mainly used for preventing cycling and enhancing diversification. The computational results based on some benchmark instances showed that the hybrid algorithm was effective and robust, and almost always outperformed TS, SA and QPQH for all benchmark instances.

Mladenović et al. in [174] proposed a Reformulation Descent (RD) heuristic method, which iterates among several formulations of the same problem until local searches obtain no further improvement to pack equal circles into a unit circle. RD exploits the fact that a point which is stationary w.r.t. one formulation is not necessarily so with another. Therefore RD alternates between several formulations using a fast NLP code that stops in a stationary point.

PrunedEnriched-Rosenbluth Method (PERM) [90], also called population control algorithm, is a powerful strategy for pruning and enriching branches when searching the solution space and it has shown to be very efficient for solving protein folding problems [115] and [111]. In [159] Lü and Huang presented a new method that incorporates the PERM scheme into the strategy of maximum cave degree for (equal/unequal) circles packing in a circle. The basic idea of their approach is to evaluate the benefit of a partial configuration (where some circles have been packed and others are outside) using the principle of maximum cave degree, and use the PERM strategy to prune and enrich branches efficiently.

Huang et al. in [114] proposed two new heuristics to pack unequal circles into a two-dimensional circular container. In the first proposed heuristic they used the concept of maximal hole degree for selecting the next circle to place. In the second one they incorporate the concept of self look-ahead strategy to improve the first one. Recently, in [113] and [114] Huang et al. proposed a heuristic, based on the principle of maximum cave degree for corner-occupying actions (COAs), to select and pack the circles one by one, and they proposed a two level search strategy to improve the basic heuristic algorithm.

In [106] Hifi and M'Hallah proposeed a three-phase approximate algorithm. During its first phase, the algorithm successively packs the ordered set of circles. It searches for each circle its "best" position, given the positions of the already packed circles, where the best position minimizes the radius of the current containing circle. During its second phase, the algorithm tries to reduce the radius of the containing circle by applying (i) an intensified search, based on a reduction search interval, and (ii) a diversified search, based on the application of a number of layout techniques. Finally, during its third phase, the algorithm introduces a restarting procedure that explores the neighborhood of the current solution in search for a better ordering of the circles.

In [3] Addis et al. proposed a heuristic approach for the problem of placing $n$ circles with increasing radii from 1 to $n$, which allowed them to win Al Zimmermann's Programming Contest about this problem. Their heuristic is based on the Monotonic and Population Basin Hopping approaches, but exploits the mixed nature, continuous (circle centers) and combinatorial (radii's values), of the problem to define proper perturbation moves. Moreover, some tricks are employed taking into account the special structure of the problem.

We finally remark that, as for the problem of packing equal circles in a square, also for the problem of packing equal circles in a circle best known results are reported and continuously updated in the Packomania web site [274].

### 1.4 Goals and outlook of the thesis

The main goals of the thesis are the following.

- We want to propose heuristic approaches for the maximin and packing problems considered in this thesis. In particular, we will consider Iterated Local Search (ILS) heuristics for the maximin LHD problem, and

Monotonic and Population Basin Hopping approaches for the problem of packing equal and unequal circles in a circular container.

- For each proposed approach we want to perform a careful analysis aimed at selecting in the most appropriate ways the main components and parameters on which the approach depends.
- We want to compare the proposed methods with those in the existing literature, in order to show that the proposed ones are competitive with (and, in some case, outperform) the already existing ones.
The thesis is organized as follows.
In Chapter 2 we present an overview about Iterated Local Search and Basin Hopping approaches. In order to show the superiority of MBH with respect to Multistart and the importance of the choice of the perturbation operator, an illustrating problem is also discussed.

Mathematical background of maximin LHD is briefly discussed in Chapter 3. We present the details of our proposed Iterated Local Search (ILS) approaches for finding maximin LHDs and we discuss two different objective functions driving the search within ILS. We discuss some local search procedures as well as perturbation moves.

Extensive experiments regarding several important issues about a first variant of ILS are performed in Chapter 4. In this chapter we compare experimentally such variant of ILS with a simple random search approach as well as with a Multistart approach. We present a comparison with some results available in the literature. We also propose an empirical formula related to the stopping rule of ILS. Finally, a complexity analysis mixing theoretical considerations and computational experiments is also carried one.

In Chapter 5 we discuss most of the issues already discussed in Chapter 4 but now related to a second variant of ILS.

In Chapter 6 we discuss the mathematical background about packing problems. We present the mathematical models of the packing problems which will be considered in the thesis.

In Chapter 7 Basing Hopping algorithms, namely Monotonic Basin Hopping (MBH) and Population Basin Hopping (PBH), are proposed for solving the problem of packing identical circles in a circular container with minimum radius. We propose different perturbation moves for the two approaches, and present dissimilarity measures, which are an important ingredient PBH approaches.

In Chapter 8 extensive experiments are performed regarding several issues related to MBH and PBH. Comparisons among different proposed versions of the algorithms are presented. Moreover we compare our experimental results with those available in the literature.

In Chapter 9 we propose algorithms for solving unequal circles packing prob-
lems. We propose some new ingredients which exploit the inequalities between circles' radii. We perform extensive experiments related to different issues of the proposed approaches, and make a comparison with the existing literature.

Finally in Chapter 10 we briefly discuss our motivation for considering two different (but, in fact, connected) types of problems as well as the corresponding solution approaches. We summarize our achievements and limitations of the proposed approaches and we also point out some possible future research directions.

Since both in maximin LHD and in packing problems we were able to improve some of the best known solutions, in Appendix A we list all such improvements for the two problems, while in Appendix B we report the coordinates or the figures of some of the improved solutions.

## 2. OVERVIEW OF HEURISTIC APPROACHES

When dealing with an optimization problem, the first aim is usually that of finding an optimal solution for it. Unfortunately, the intrinsic difficulty of the problem and/or the limited availability of computation time for the particular application from which the problem arises (think, e.g., about real-time applications, where solutions are required in very short times) may make computationally infeasible to return an optimal solution by the required time.

When solving to optimality of a problem is not possible, the only possible alternative is the use of meta-heuristic approaches. In particular, these approaches are usually of primary importance when dealing with problems with, among others, the following characteristics:

- NP-Hard;
- multi-modality (many local optima);
- non-differentiability or discontinuities (for continuous problems);
- good quality solutions, though not necessarily optimal, are searched for.

If the problem does not fit these requirements, one should probably search for other optimization tools, meta-heuristics should not be the best choice. Such approaches to optimization problems have developed dramatically in the last three decades. They have been successful in tackling many difficult problems, for which finding a solution in a straightforward manner is computationally infeasible, and have become more and more competitive. When designing a meta-heuristic, it is preferable for it to be simple, both conceptually and in practice. Naturally, it also must be effective, and if possible, general purpose. Of course, meta-heuristics offer no guarantee of obtaining the global solutions: ease of implementation and quickness have to be paid with the fact that even iterating might not provide a good enough solution for some instances. Although being general purpose is one of the requirements which should be fulfilled by a meta-heuristic, the quest for greater performance often suggests to incorporate problem-specific knowledge to increase efficiency, with the consequence of loosing both simplicity and generality [158].

The meta-heuristic approaches can be classified according to the particular characteristics of each algorithm. This classification leads to a better understanding of what strengths and shortcomings each method contains. Some of the most widely used meta-heuristic techniques are inspired from naturally occurring systems. The systems are based on biological evolution, intelligent problem solving, physical sciences and swarm intelligence, etc. Meta-heuristics can be classified into two broad classes: population-based methods and point-to-point methods.

In the latter methods, the search invokes only one solution at the end of each iteration from which the search will start in the next iteration. They can also be viewed as single-path search methods, where a single trajectory of solutions is followed during a run. On the other hand, the population-based methods invoke a set of many solutions at the end of each iteration. They can also be viewed as multi-path search methods, where different trajectories of solutions are followed in parallel during a run, and usually collaboration mechanisms exist which guarantee a sufficient diversification of the followed trajectories. Genetic algorithms [108, 83], Population Basin Hopping (PBH)[95] are examples of population-based methods; Simulated Annealing[131], Tabu Search [78, 79, 82], Iterated Local Search(ILS) [20, 19, 21], Monotonic Basin Hopping (MBH)[141] are examples of point-to-point methods.

In this chapter ILS and MBH meta-heuristic approaches are briefly presented and discussed. ILS approaches have been mainly applied to hard combinatorial optimization problems, where the search space is discrete. MBH approaches have been first applied to molecular conformation problems, which are special global optimization problems, and later extended to other continuous optimization problems. In fact, in spite of the different application fields, the description of the two methods will reveal that MBH can actually be viewed as a special ILS heuristic. However, in order to respect the existing literature and the different terminology sometimes employed in the two approaches, we will treat them separately. Besides ILS and MBH, we will also briefly discuss PBH, which can be viewed as a population based version of MBH.

### 2.1 ILS approach

Iterated Local Search(ILS) is a meta-heuristic designed to embed another, problem specific, local search as if it were a black box.This allows ILS to keep a more general structure than other meta-heuristics currently in practice. This simple type of search has been reinvented numerous times in the literature, with one of its earliest incarnations appearing in [154]. This simple idea [21] has a long history, and its rediscovery by many authors has lead to many different names for iterated local search like iterated descent [20, 19], large-step Markov chains [167], iterated Lin-Kernighan [123], chained local optimization [168], or combinations of these [7].

ILS has many of the desirable features of a meta-heuristic: it is simple, easy to implement, robust, and highly effective. The essence of the iterated local search meta-heuristic can be given in a nut-shell: one iteratively builds a sequence of solutions generated by the embedded heuristic, leading to far better solutions than if one were to use repeated random trials of that heuristic. Two main points in ILS are the following: (i) there must be a single chain that is being followed (this then excludes population-based algorithms); (ii) the search for better solutions occurs in a reduced space defined by the output of a black box heuristic. In practice, local search has been the most frequently used embedded heuristic, but in fact any optimizer can be used, be it deterministic or not. The essential idea of ILS lies in focusing the search not on the full space of solutions but on a smaller subspace defined by the solutions that are locally
optimal for a given optimization engine. The success of ILS lies in the biased sampling of this set of local optima. How effective this approach turns out to be depends mainly on the choice of the local search, of the perturbations, and of the acceptance criterion. So far, in spite of its conceptual simplicity, ILS can often become a competitive or even state of the art algorithm without the use of too much problem-specific knowledge. Perhaps this is because ILS is very malleable, many implementation choices being left to the developer [158]. In what follows we will give a formal description of ILS and comment on its main components.

### 2.1.1 Components of ILS Methods

The pseudo-code of ILS is the following
Procedure Iterated Local Search

$$
\begin{aligned}
& \qquad s_{0}=\text { GenerateInitialSolution } \\
& s^{*}=\text { LocalSearch }\left(s_{0}\right) \\
& \text { repeat } \\
& s^{\prime}=\text { Perturbation }\left(s^{*}, \text { history }\right) \\
& s^{* \prime}=\text { LocalSearch }\left(s^{\prime}\right) \\
& s^{*}=\text { AcceptanceCriterion }\left(s^{*}, s^{* \prime}, \text { history }\right) \\
& \text { until termination condition met } \\
& \text { end }
\end{aligned}
$$

ILS involves four main components:

1. creating an initial solution;
2. a black-box heuristic that acts as a local search on the set $S$;
3. the perturbation operator, which modifies a local solution;
4. the acceptance criterion, which determines whether or not a perturbed solution will become the starting point of the next iteration.

In practice, much of the potential complexity of ILS is hidden in the history dependence. If there happens to be no such dependence, the walk has no memory: the perturbation and acceptance criterion do not depend on any of the solutions visited previously during the walk, and one accepts or not $s^{* \prime}$ with a fixed rule. This leads to random walk dynamics on $S^{*}$ (where $S^{*}$ is the locally optimal proper subset of $S$ ) that are "Markovian", the probability of making a particular step from $s_{1}^{*}$ to $s_{2}^{*}$ depending only on $s_{1}^{*}$ and $s_{2}^{*}$. Most of the work using ILS has been of this type, though recent studies show unambiguously that incorporating memory enhances performance [226].

When exploring the search space, it is important for the ILS procedure to adequately search local regions. It is also important for the ILS procedure not to spend too much of its computational efforts around local optima, effectively limiting the search to a few regions of the domain. The former need describes the idea of intensification (ensuring that the process thoroughly inspects each local minimum) of the search, while the latter describes the idea of diversification (making sure the process is not searching a subset of the domain). Actually, it
is well known that the effective balancing of intensification and diversification is one of the largest hurdles encountered when tailoring any meta-heuristic (and not merely ILS) for a specific problem. Multiple strategies exist for accommodating both. Note that among the diversification strategies a simple, but widely employed, one is restarting: when no progress is observed, the algorithm is restarted from a new randomly generated solution.

Local search applied to the initial solution $s_{0}$ gives the starting point $s^{*}$ of the walk in the set $S^{*}$. Starting with a good $s^{*}$ can be important if high-quality solutions are to be reached as fast as possible. The initial solution $s_{0}$ used in the ILS is typically detected in one of two ways: (i) a random solution is generated or (ii) a greedy construction heuristic is applied. A greedy initial solution $s_{0}$ has two main advantages over random starting solutions: (i) when combined with local search, greedy initial solutions often result in better quality solutions $s^{*}$; (ii) a local search from greedy solutions takes, on average, less improvement steps and therefore the local search requires less CPU time. It has been shown, however, that this is true only in the short-term. Longer running algorithms see no significant difference in solution quality based on the initial solution [124, 227].

Ideally, the local search that provides the backbone of the ILS method should always return a local optimum and it should detect it as efficiently as possible. Since the behavior and performance of the overall ILS algorithm is quite sensitive to the choice of the embedded heuristic-LocalSearch, and since this step is usually the most time consuming (it occurs at each iteration of the meta-heuristic), one should optimize this choice whenever possible. Since ILS is usually applied to problems defined over discrete domains, choosing a good local search algorithm usually amounts to choosing a good neighborhood structure. In practice, there may be many different neighborhood structures and, consequently, many different local search algorithms that can be used for the embedded heuristic. One might think that the better the quality of the solutions returned by the local search algorithm, the better the corresponding ILS $[124,228]$. But if we assume that the total computation time is fixed, it might be better to apply more frequently a faster but less effective local search algorithm than a slower and more powerful one. Clearly which choice is best depends on just how much more time is needed to run the better heuristic. If the speed difference is not large, for instance if it is independent of the instance size, then it is usually worth using the better heuristic. In fact, it is difficult to make $a$ priori this choice, as well as many others which have to be done when defining a ILS heuristic. A good strategy is always that of making choices only after extensive computational experiments.

The main drawback of any local search algorithm is that, by definition, it gets trapped in local optima that might be significantly worse than the global optimum. Some meta-heuristic approaches like Simulated Annealing or Tabu Search, try to overcome this limitation by the introduction of non-improving move: local searches follow descent trajectories which are unable to make any progress once a local minimum has been reached, while non-improving moves allow to escape from local minima through hill-climbing (or backtracking). The strategy employed by ILS to escape from local optima is represented by per-
turbations to the current local minimum. The perturbation scheme takes a locally optimal solution, $s *$, and produces another solution from which a local search is started at the next iteration. Hopefully, the perturbation will return a solution outside the basins of attraction of previously visited local minima. That is, it will be "near" a previously unvisited local optimum. Choosing the correct perturbation scheme is of primary importance, because it has a great influence on the intensification/diversification characteristics of the overall algorithm. Generally, the local search should not be able to undo the perturbation, otherwise one will fall back into the local optimum just visited. Perturbation schemes are commonly referred to as "strong" and "weak ", depending on how much they affect the solution that they change. A perturbation scheme that is too strong has too much diversity and will reduce the ILS to an iterated random restart heuristic. A perturbation scheme that is too weak has too little diversity and will result in the ILS not searching enough of the search space. The perturbation scheme should be chosen in such a way that it is as weak as possible while still maintaining the following condition: the likelihood of revisiting the perturbed solution on the next execution of LocalSearch should be low [158]. The strength should remain as low as possible to speed up execution time. The desired perturbation scheme will return a solution near a locally optimal value. If this is the case, the local search algorithm should take less time to reach the next locally optimal value. Components from other meta-heuristics can sometimes be incorporated into the perturbation phase. Battiti and Protasi [17] use memory structures similar to tabu search [78, 79, 82] to control the perturbation. In doing so, one can force intensification when globally good values are reached and force diversification when the search stagnates in an area of the search space. Borrowing from Simulated Annealing [131], temperature controlled techniques have been used to force the perturbation to change in a deterministic manner. Basic variable neighborhood search employs a deterministic perturbation scheme.

When the current solution (which is a local optimum), $s^{*}$, is perturbed, the result is the new solution $s^{\prime} . s^{\prime}$ is then passed to the black-box search heuristic i.e. LocalSearch. The resulting local optimum $s^{* \prime}$ must pass acceptance criterion for $s^{* \prime}$ to be designated as the new "current solution". Just as perturbation can range from too much intensification (no perturbations) to too much diversification (perturb all elements of the solution), acceptance criterion choices affect the search in a similar way. The most dramatic acceptance criterion on the side of diversification is to accept all perturbed solutions. This type of practice can undermine the foundations of ILS, since it encourages a "random-walk" type search. Contrasting with this, the algorithm accept only solutions that are improvements to the globally optimal value (a sort of greedy strategy). Many implementations of ILS employ this type of acceptance strategy [202]. This type of criterion, especially with a weak perturbation scheme, can restrict the search from escaping the current basin of attraction. Moreover, with this type of scheme the probability of reaching the same locally optimal value increases a trait that reduces the algorithm's overall effectiveness. In this case random restart when the search stagnates is a good way to ensure some diversification and to counterbalance the (possible) negative effects of too greedy a search. Large perturbations are only useful if they can be accepted. This only occurs if the acceptance criterion is not too biased toward better solutions
[157]. The tabu search relies on occasionally moving the search into areas with worse objective functions in order to better search the solution space. In [226] author shows that acceptance criteria that accept some worse solutions outperform their best-only counterparts.

For what concerns the stopping rule, generally the algorithm executes until one of the following conditions is met:

## - a predetermined number of cycles have occurred;

- the best solution has not changed for a predetermined number of cycles;
- a solution has been found that is beyond some predetermined threshold.

Notice that the three rules constitute three different approaches: the first rule executes independently of the performance of the process (time); the second one stops executing when the performance of the method stops improving (performance); the third one stops executing when a solution is found that is "good enough" (utility).

The rationale behind ILS is supported by the proximate optimality principle [82]. This principle assumes that good solutions are similar. This assumption is reasonable for most real-world problems. For example, the percentage of common edges in any two locally optimal solutions obtained by the Lin-Kernighan method is about $85 \%$ on average. Based on this principle, search should take place in $S^{*}$ around the best locally optimal solutions found so far. Perturbations should be such that the structure of a local solution is not disrupted and many of its "good" parts are also retained by the perturbed solutions and by the local optimum reached when starting a local search from the perturbed solution. Even when using the most naïve implementations of the main components of ILS, one can do much better than with random restart. But with further work so that the different modules are well adapted to the problem at hand, ILS can often become a competitive or even state of the art algorithm. This dichotomy is important because the optimization of the algorithm can be done progressively, and so ILS can be kept at any desired level of simplicity. This, plus the modular nature of ILS, leads to short development times and gives ILS an edge over more complex meta-heuristics in the world of industrial applications. As an example of this, recall that ILS essentially treats the embedded heuristic as a black box; then upgrading an ILS to take advantage of a new and better local search algorithm is nearly immediate.

### 2.2 MBH approach

Monotonic Basin Hopping (MBH) is a heuristic approach for the global optimization of high-dimensional and highly multi-modal continuous functions. It has been first applied in the field of molecular conformation problems (see [141, 247]), where the global optimization of the mathematical model of the energy of a cluster of atoms allows to predict the geometrical structure of such cluster. MBH falls into the category of methods in which the function to be optimized is transformed to make searching easier without affecting the solution. In MBH the transformation maps the function onto a series of plateaus where


Fig. 2.1: A schematic diagram illustrating Funnel and MBH approach on one dimensional example
the barriers between local minima have been removed [141] (see Figure 2.1(b)).
The key idea of this approach is the measurement of the difficulty of the problems by the concept of funnel (see again Figure 2.1(b)). This concept was first introduced in the previously mentioned global optimization problems arising in computational chemistry. For many molecular conformation potential energy surfaces, the local minima can be organized by a simple adjacency relation into a single or at most a small number of funnels. A distinguished local minimum lies at the bottom of each funnel and a monotonically descending sequence of adjacent local minima connects every local minimum in the funnel with the funnel bottom. Thus the global minimum can be found among the comparatively small number of funnel bottoms, and a multistart strategy based on sampling funnel bottoms becomes viable.

In order to roughly describe what a funnel is, here we give an definition based on neighborhoods of local minima (see also [4]). Let $\mathcal{N}$ be a neighborhood structure defined upon the set $\mathcal{X}$ of all local minima of a given objective function $f$. Then, a funnel can be defined as a maximal subset $\mathcal{Y} \subseteq \mathcal{X}$ of local minima with the following property: there exists a local minimum $\bar{X} \in \mathcal{Y}$ such that for all $X \in \mathcal{Y}$ a decreasing sequence of neighbor local minima in $\mathcal{Y}$ starting at $X$ and ending at $\bar{X}$ exists, i.e.

$$
\begin{array}{rl}
\exists X_{0} ; X_{1}, \cdots, X_{t}: X_{i} \in \mathcal{N}\left(X_{i-1}\right) \cap \mathcal{Y} & i=1,2, \cdots, t \\
f\left(X_{i}\right)<f\left(X_{i-1}\right) & X_{0}=X, \quad X_{t}=\bar{X}
\end{array}
$$

The common final endpoint of the sequences is called funnel bottom. We can also think of a graph whose nodes are local optima; two local optima $X_{i}$ and $X_{j}$ with $f\left(X_{i}\right) \leq f\left(X_{j}\right)$ are connected by a directed arc if from $X_{i}$ it is possible to reach $X_{j}$. This possibility might be interpreted and defined in different ways. In chemistry and biology reachability corresponds to the situation in
which there exists a continuous path connecting the two configurations which never exceeds a given energy level. So we might define as connected by an arc two local minima such that there is a path connecting them along which the objective function never exceeds a given value (the red path in Figure 2.1(b)). Alternatively, we might say that $X_{j}$ is reachable from $X_{i}$ if a local optimization started from a point in a neighbor of $X_{i}$ ends up at $X_{j}$. In any case, given a definition of reachability, a funnel bottom is defined as a local minimum with no outgoing arcs and a funnel is defined as a maximal set of local optima from which the same funnel bottom can be reached through a directed path. Thus, a funnel is a set of local minima characterized by the fact that for each of them there exists at least one decreasing sequence of "neighbor " local minima along a path leading to a unique local minimum corresponding to the bottom of the funnel. The number of funnels, together with their width, seems to be a much more appropriate measure for characterizing difficult GO problems with respect to the overall number of local minima.

There exist in the literature simple but quite effective algorithms which are particularly well suited for functions of the above type: the Basin Hopping (BH) algorithm by Wales and Doye [247] and, the Monotonic Basin Hopping (MBH) algorithm by Leary[141] and some of its variants [2] proved to be extremely efficient in detecting funnel bottoms. The basic structure of MBH, as given in [141] is the following, where MaxNoImp is a prefixed parameter.

MBH: let $X$ : initial local minimum
Step 1. Compute $Y:=\Phi(X)$ such that $Y \in \mathcal{N}(X)$
Step 2. if $f(Y)<f(X)$ then set $X:=Y$;
else reject $Y$;
Step 3. Repeat Steps 1-2 until
MaxNoImp consecutive rejections have occurred;
Step 4. return $X$;
The local move $\Phi$ is usually defined as

$$
\Phi(X)=L_{f}(X+\Delta)
$$

where $\Delta$ is usually a uniform random vector drawn from a box with given size. We observe that MBH performs a kind of monotonic depth-first search in search space $S$. Despite its simplicity, computational experiments reveal the effectiveness of MBH when faced with GO problems with single funnel landscapes or with a large basin of attraction of the funnel containing the global optimum [ 2,141$]$. In fact, MBH cleverly copes with the structure of a funnel, generating a descent sequence of local minima; the current best solution is (heuristically) declared to be a funnel bottom after MaxNoImp non-improving iterations.

But if we have a closer look to MBH, it will become immediately clear what we stated in the introduction of this chapter, i.e. that MBH is in fact nothing but an ILS heuristic. Indeed, $\Phi$ is nothing but the perturbation operator, the acceptance criterion is the monotonic one (only accepts improving moves), and the stopping criterion asks for stopping when no improvement is observed for a given number (MaxNoImp) of iterations.

### 2.3 Illustrating MBH (and ILS) through a toy problem

In this section we present a simplified toy problem through which we show both the superiority of MBH with respect to a Multistart strategy (multiple local searches started from randomly generated points), and the importance of the choice of the perturbation operator (in particular, in this case we will only consider the dependency on the size of the perturbation). These issues will also be more thoroughly computationally investigated for the problems considered in this thesis, but the theoretical analysis of this simple example will also be useful. We only discuss MBH but a completely similar analysis could also be performed for any ILS approach. We will assume that our problem is a two-dimensional one with a set $\mathcal{S}^{*}$ made up by 25 local minimizers defined as follows

$$
\mathcal{S}^{*}=\{(i, j): i, j \in\{-2,-1,0,1,2\}\} .
$$

The objective function is simply $x^{2}+y^{2}$, so that the global minimizer is obviously the origin. We build a graph $G$ whose nodes are the local minimizers and two nodes/local minimizers are connected by an edge if they have a common coordinate value and a difference of one for the other coordinate value. We will make the following simplifying assumptions:

- the computational effort to detect a local minimizer is the same for all the 25 local minimizers;
- the size of the region of attraction of each local minimizer is the same, or, equivalently, all local minimizers have the same probability $1 / 25$ of being detected when starting a local search from a point uniformly generated over the feasible region.

The first assumption allows us to evaluate the effort to detect the global minimizer in terms of number of local searches performed. The second assumption immediately tells us that

$$
E L C[\text { Multi }]=25,
$$

i.e., the expected number of local searches $(E L C)$ for Multistart is equal to 25.

Now, let us compute the same value $E L C$ for MBH. We first consider the case in which the neighborhood of a local minimizer employed for the perturbation is the one made up by all the local minimizers which can be reached from the current one through a path of length one in graph $G$ (more simply, those local minimizers connected by an edge to the current one). This neighborhood will be denoted by $\mathcal{N}_{1}$. Because of symmetry, we can group together some local minimizers. In particular, we will recognize six different groups:

$$
\begin{aligned}
& S_{1}=\{(-2,-2) ;(-2,2) ;(2,-2) ;(2,2)\} \\
& S_{2}=\{(-2,-1) ;(-2,1) ;(2,-1) ;(2,1) ;(-1,-2) ;(1,-2) ;(-1,2) ;(1,2)\} \\
& S_{3}=\{(0,2) ;(2,0) ;(-2,0) ;(0,-2)\} \\
& S_{4}=\{(-1,-1) ;(-1,1) ;(1,-1) ;(1,1)\} \\
& S_{5}=\{(1,0) ;(0,1) ;(-1,0) ;(0,-1)\} \\
& S_{6}=\{(0,0)\}
\end{aligned}
$$

We can represent the evolution of MBH through a Markov chain whose states are the six groups above, and whose matrix of transition probabilities (assuming
a uniform distribution over the neighborhood of a given local minimizer) is the following

$$
\left[\begin{array}{cccccc}
0 & 1 & 0 & 0 & 0 & 0 \\
0 & \frac{1}{3} & \frac{1}{3} & \frac{1}{3} & 0 & 0 \\
0 & 0 & \frac{2}{3} & 0 & \frac{1}{3} & 0 \\
0 & 0 & 0 & \frac{1}{2} & \frac{1}{2} & 0 \\
0 & 0 & 0 & 0 & \frac{1}{2} & \frac{1}{2} \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right]
$$

The expected time to reach the global minimizer is equal to the expected time to reach the unique absorbing state (which, indeed, is the global minimizer). In order to compute the expected absorbing time from each starting state, we need to solve the following linear system

$$
\left\{\begin{array}{l}
\mu_{1}=\mu_{2}+1 \\
\mu_{2}=\frac{1}{3} \mu_{2}+\frac{1}{3} \mu_{3}+\frac{1}{3} \mu_{4}+1 \\
\mu_{3}=\frac{2}{3} \mu_{3}+\frac{1}{3} \mu_{5}+1 \\
\mu_{4}=\frac{1}{2} \mu_{4}+\frac{1}{2} \mu_{5}+1 \\
\mu_{5}=\frac{1}{2} \mu_{5}+\frac{1}{2} \mu_{6}+1 \\
\mu_{6}=0
\end{array}\right.
$$

The solution of this system is the following

$$
\mu_{1}=7 \quad \mu_{2}=6 \quad \mu_{3}=5 \quad \mu_{4}=4 \quad \mu_{5}=2 \quad \mu_{6}=0
$$

Taking into account that the initial distribution of all local minimizers is the uniform one, we have that

$$
E L C\left[M B H\left(\mathcal{N}_{1}\right)\right]=\frac{4}{25} \mu_{1}+\frac{8}{25} \mu_{2}+\frac{4}{25} \mu_{3}+\frac{4}{25} \mu_{4}+\frac{4}{25} \mu_{5}+1=\frac{29}{5}
$$

which is much inferior with respect to $E L C[M u l t i]$.
Next we try to show the dependency of the results form the size of the perturbation operator. We define a new neighborhood, denoted by $\mathcal{N}_{2}$, made up by all local minimizers reachable with a path of length at most 2 in graph $G$ starting from the current local minimizer. Note that $\mathcal{N}_{2}$ is obviously a larger neighborhood with respect to $\mathcal{N}_{1}$. Again we can perform an analysis based on Markov chains. We group the local minimizers as above. The matrix of transition probabilities is now the following

$$
\left[\begin{array}{cccccc}
0 & \frac{2}{5} & \frac{2}{5} & \frac{1}{5} & 0 & 0 \\
0 & \frac{1}{2} & \frac{1}{6} & \frac{1}{6} & \frac{1}{6} & 0 \\
0 & 0 & \frac{1}{2} & \frac{1}{4} & \frac{1}{4} & \frac{1}{8} \\
0 & 0 & 0 & \frac{7}{10} & \frac{1}{5} & \frac{1}{10} \\
0 & 0 & 0 & 0 & \frac{10}{11} & \frac{1}{11} \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right]
$$

In order to compute the expected absorbing time from each starting state, we need to solve the following linear system

$$
\left\{\begin{array}{l}
\mu_{1}=\frac{2}{5} \mu_{2}+\frac{2}{5} \mu_{3}+\frac{1}{5} \mu_{4}+1 \\
\mu_{2}=\frac{1}{2} \mu_{2}+\frac{1}{6} \mu_{3}+\frac{1}{6} \mu_{4}+\frac{1}{6} \mu_{5}+1 \\
\mu_{3}=\frac{1}{2} \mu_{3}+\frac{1}{4} \mu_{4}+\frac{1}{4} \mu_{5}+\frac{1}{8} \mu_{6}+1 \\
\mu_{4}=\frac{7}{10} \mu_{4}+\frac{1}{5} \mu_{5}+\frac{1}{10} \mu_{6}+1 \\
\mu_{5}=\frac{10}{11} \mu_{5}+\frac{1}{11} \mu_{6}+1 \\
\mu_{6}=0
\end{array}\right.
$$

The solution of this system is the following

$$
\mu_{1}=\frac{41}{3} \quad \mu_{2}=\frac{27}{2} \quad \mu_{3}=\frac{77}{6} \quad \mu_{4}=\frac{32}{3} \quad \mu_{5}=11 \quad \mu_{6}=0
$$

Taking into account that the initial distribution of all local minimizers is the uniform one, we have that

$$
E L C\left[M B H\left(\mathcal{N}_{2}\right)\right]=\frac{4}{25} \mu_{1}+\frac{8}{25} \mu_{2}+\frac{4}{25} \mu_{3}+\frac{4}{25} \mu_{4}+\frac{4}{25} \mu_{5}+1=\frac{977}{75},
$$

which is inferior with respect to $E L C[M u l t i]$ but clearly superior to $E L C\left[M B H\left(\mathcal{N}_{1}\right)\right]$, thus showing that a smaller neighborhood is more appropriate in this case.

The assumption that the distribution of all local minimizers is the uniform one is essential for the above result. If we drop it we can get to different conclusions. In particular, if we assume that all local minimizers, except the global one, have a small probability $\varepsilon>0$ but the global one has a very large probability $1-24 \varepsilon$, then we might expect that Multistart works better than $\operatorname{MBH}\left(\mathcal{N}_{1}\right)$. This can also be confirmed through the usual analysis. It holds that

$$
E L C[\text { Multi }]=\frac{1}{1-24 \varepsilon}=1+\frac{24 \varepsilon}{1-24 \varepsilon}
$$

The matrix of transition probabilities (assuming that each transition is the restriction of the general distribution of local minimizers over the neighborhood $\mathcal{N}_{1}$ of a given local minimizer) is the following

$$
\left[\begin{array}{cccccc}
0 & 1 & 0 & 0 & 0 & 0 \\
0 & \frac{1}{3} & \frac{1}{3} & \frac{1}{3} & 0 & 0 \\
0 & 0 & \frac{2}{3} & 0 & \frac{1}{3} & 0 \\
0 & 0 & 0 & \frac{1}{2} & \frac{1}{2} & 0 \\
0 & 0 & 0 & 0 & \frac{3 \varepsilon}{1-21 \varepsilon} & \frac{1-2 \varepsilon \varepsilon}{1-21 \varepsilon} \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right]
$$

In order to compute the expected absorbing time from each starting state, we need to solve the following linear system

$$
\left\{\begin{array}{l}
\mu_{1}=\mu_{2}+1 \\
\mu_{2}=\frac{1}{3} \mu_{2}+\frac{1}{3} \mu_{3}+\frac{1}{3} \mu_{4}+1 \\
\mu_{3}=\frac{2}{3} \mu_{3}+\frac{1}{3} \mu_{5}+1 \\
\mu_{4}=\frac{1}{2} \mu_{4}+\frac{1}{2} \mu_{5}+1 \\
\mu_{5}=\frac{3 \varepsilon}{1-21 \varepsilon} \mu_{5}+\frac{1-24 \varepsilon}{1-21 \varepsilon} \mu_{6}+1 \\
\mu_{6}=0
\end{array}\right.
$$

Taking into account that the initial distribution of all local minimizers, we have after some computations that

$$
E L C\left[M B H\left(\mathcal{N}_{1}\right)\right]=1+88 \varepsilon+o(\varepsilon)
$$

which, for $\varepsilon$ small enough, is larger than $E L C[M u l t i]$.

### 2.4 Population Basin Hopping

The solution of GO problems with a large number of funnels and/or a small basin of attraction for the funnel containing the global minimum is a much more difficult task. In these cases MBH often fails to reach the global optimum. In these cases many runs of MBH might be needed before ending up in the funnel bottom corresponding to the global optimum, i.e. many different single paths have to be followed. Basically, diversification is ensured through multiple restarts from randomly generated solutions. Unfortunately, a possible drawback is that many runs end up in a strongly attractive funnel bottom which, however, does not correspond to the global optimum.

In these cases population based approaches might be better suited to solve such difficult problems. These approaches rely on an evolving collection - population - of solutions; evolution is driven by perturbation operators (crossover, mutation) and selection/replacement mechanisms. Such mechanisms embed some device to enforce diversity among members of the population, in order to avoid that all or most of them converge to the same solutions.

Inspired by the Conformational Space Annealing algorithm (see, e.g., [144]) in which the single path search is substituted by a multiple path search, Grosso et al. [95] proposed population based MBH approach called Population Basin Hopping $(\mathrm{PBH})$ approach. Rather than following a single search like in MBH , PBH searches over the solutions in a multi-search fashion. During the search, members of the population collaborate with each other in order to guarantee diversification of the search and to avoid the greediness which might characterize a single path search. This way the previously mentioned drawback of multiple runs of MBH ending up in the same non-global funnel bottom, is avoided by keeping far from each other the different paths followed during the search. When dealing with particularly hard molecular conformation problems (Morse clusters with large $\rho$ values), PBH turned out to be quite clearly more efficient than MBH [95].

Including all components of MBH approach, there exist a new operator in PBH approach called dissimilarity measure $\mathcal{D}$. The operator dissimilarity measure measures the diversity between two solutions. The concept of similarity is problem-specific; the only essential requirement for the similarity of two solutions, say, $X, Y$ is $\mathcal{D}(X, Y) \equiv 0$ if $X=Y$ [95]. The dissimilarity measure is employed to avoid that "too similar" solutions are present at the same time within the current population. In particular, two equivalent solutions can not be present at the same time within the population. Ideally, this should bring to the situation where all the paths followed during a run of PBH end up in a distinct funnel bottom, thus avoiding the waste of computational effort caused
by multiple detection of the same funnel bottom.
We do not give here the details of PBH and postpone their presentation to Section 7.2, where we will present a PBH approach for packing problems. For further details, we also refer to the paper [95].

## 3. MAXIMIN LHD

We will denote as follows the $s$-norm distance between two points $x_{i}$ and $x_{j}$, $\forall i, j=1,2, \cdots, N$ :

$$
\begin{equation*}
d_{i j}=\left\|x_{i}-x_{j}\right\|_{s} \tag{3.1}
\end{equation*}
$$

Unless otherwise mentioned, we will only consider the Euclidean distance measure $(s=2)$. In fact, we will usually consider the squared value of $d_{i j}$ (in brief $d$ ), i.e. $d^{2}$ (saving the computation of the square root). This has a noticeable effect on the execution speed since the distances $d$ will be evaluated many times.

### 3.1 Definition of $L H D$

A Latin Hypercube Design (LHD) is a statistical design of experiments, which was first defined in 1979 [169]. An LHD of $k$-factors (dimensions) with $N$ design points, $x_{i}=\left(x_{i 1}, x_{i 2} \cdots x_{i k}\right): i=0,1, \ldots, N-1$, is given by a $N \times k$ - matrix (i.e. a matrix with $N$ rows and $k$ columns) $X$, where each column of $X$ consists of a permutation of integers $0,1, \cdots, N-1$ (note that each factor range is normalized to the interval $[0, N-1]$ ) so that for each dimension $j$ all $x_{i j}, i=0,1, \cdots, N-1$ are distinct. We will refer to each row of $X$ as a (discrete) design point and each column of $X$ as a factor (parameter) of the design points.

We can represent $X$ as follows

$$
X=\left(\begin{array}{c}
x_{0}  \tag{3.2}\\
\vdots \\
x_{N-1}
\end{array}\right)=\left(\begin{array}{ccc}
x_{01} & \cdots & x_{0 k} \\
\vdots & \cdots & \vdots \\
x_{(N-1) 1} & \cdots & x_{(N-1) k}
\end{array}\right)
$$

such that for each $j \in\{1,2 \cdots, k\}$ and for all $p, q \in\{0,1, \cdots, N-1\}$ with $p \neq q$ $x_{p j} \neq x_{q j}$ holds.

Given a LHD $X$ and a distance $d$, let

$$
D=\left\{d\left(x_{i}, x_{j}\right): 1 \leq i<j \leq N\right\} .
$$

Note that $|D| \leq\binom{ n}{2}$. We define $D_{r}(X)$ as the $r$-th minimum distance in $D$, and $J_{r}(X)$ as the number of pairs $\left\{x_{i}, x_{j}\right\}$ having $d\left(x_{i}, x_{j}\right)=D_{r}(X)$ in $X$.

The maximin LHD problem aims at finding a LHD $X^{*}$ such that $D_{1}(X)$ is as large as possible. However, a search which only takes into account the $D_{1}$ values is certainly not efficient. Indeed, the landscape defined by the $D_{1}$ values is "too flat". For this reason the search should be driven by other optimality criteria, which take into account also other values besides $D_{1}$. In what follows we will present some of them.


Fig. 3.1: Some LHDs and their corresponding ( $D_{1}, J_{1}$ ) values.

### 3.1.1 Optimality Criteria

In order to drive the search through LHDs we need some criterion to compare them. Below we will describe some of the criteria employed in the literature.
$\operatorname{Opt}\left(D_{1}, J_{1}\right)$ Optimality Criterion : Under this criterion a LHD $Y$ can be considered better than another one $X$ if a lexicographic ordering holds:

$$
\begin{array}{ll}
D_{1}(Y)>D_{1}(X) & \text { or }  \tag{3.3}\\
D_{1}(Y)=D_{1}(X) & \text { and }
\end{array} \quad J_{1}(Y)<J_{1}(X) .
$$

In what follows we illustrate this optimality criterion through some examples. In Figure 3.1(a) $X_{r}$ is a randomly generated LHD with $(k, N)=(2,10)$ where $D_{1}\left(X_{r}\right)=2$ and $J\left(X_{r}\right)=6$; Figure 3.1 (b) presents an improved configuration $X_{s m}$ where $D_{\mathrm{i}}\left(X_{s m}\right)=10$ with $J\left(X_{s m}\right)=13$. A third LHD $X_{M}$ is given in Figure 3.1 (c) where $D_{1}\left(X_{M}\right)=10$ and $J_{1}\left(X_{M}\right)=11$; by the $\operatorname{Opt}\left(D_{1}, J_{1}\right)$ criterion this is the best configuration among the three.

By generalizing this approach, we can consider the problem like a multiobjective problem with priorities: maximize the objective with highest priority $D_{1}$; within the set of optimal solutions with respect to $D_{1}$, minimize the objective with second highest priority $J_{1}$. Note that Johnson et. al. [125] first
 proposed this optimality criterion.

Opt ( $\phi$ ) Optimality Criterion : As previously remarked, if there exist different LHDs with equal $D_{1}$ and $J_{1}$ values, i.e. in case there exist at least two LHDs $X, Y$ such that $D_{1}(X)=D_{1}(Y)=D_{1}$ and $J_{1}(X)=J_{1}(Y)=J_{1}$, we could further consider the objective $D_{2}$ and maximize $D_{2}(X)$, the second smallest distance in $X$, and, if equality still holds, minimize $J_{2}(X)$, the number of occurrence of $D_{2}(X)$, and so on. Then an optimal design $X$ sequentially maximizes $D_{i} \mathrm{~s}$ and minimizes $J_{i} \mathrm{~s}$ in the following order: $D_{1}, J_{1} ; D_{2}, J_{2}, \cdots, D_{m}, J_{m}$. Morris and Mitchell [178] have used all the above measures to define a family of scalar-valued functions (to be minimized), which can be used to rank competing designs in such a way that a maximin design receives the highest ranking. This family of functions, indexed by $p$, is given by

$$
\begin{equation*}
\phi_{p}(X)=\sum_{r=1}^{m}\left[\frac{J_{r}(X)}{\left(D_{r}(X)\right)^{p}}\right]^{\frac{1}{p}}, \tag{3.4}
\end{equation*}
$$

where $p$ is a positive integer parameter. Under this criterion, LHD $Y$ is better than $X$ if

$$
\phi_{p}(Y)<\phi_{p}(X)
$$

Note that for large enough $p$, each term in the sum in (3.4) dominates all subsequent terms. Through $p$ we can control the impact of the different $D_{r}$ distances: as $p$ increases, the impact of distance $D_{1}$ becomes more and more relevant. In the form (3.4), the evaluation of $\phi_{p}$ would be computationally costly. However, it has a computationally cheaper form (see [122]). Indeed, (3.4) can be simplified as

$$
\begin{equation*}
\phi_{p}(X)=\left[\sum_{i=1}^{N} \sum_{j=i+1}^{N} \frac{1}{d_{i j}^{p}}\right]^{\frac{1}{p}} \tag{3.5}
\end{equation*}
$$

which can be computed without the need of detecting and ordering all the $D_{i}$ values.

An apparent drawback of the $\operatorname{Opt}(\phi)$ criterion, if we are interested in maximin values (maximum $D_{1}$ value), is that LHDs with smaller (better) $\phi_{p}$ can have a worse(smaller) $D_{1}$, i.e. we can have $X$ and $Y$ such that $\phi_{p}(X)<\phi_{p}(Y)$ and $D_{1}(X)<D_{1}(Y)$. This phenomenon has been frequently observed in our computational experiments (see Section 5.1). Nevertheless, a profitable choice is to work in order to minimize the $\phi_{p}$ function but, at the same time, keep track of the best ( $D_{1}, J_{1}$ ) values observed during such minimization. This way the search in the solution space is guided by a kind of heuristic function. Such a mixed approach might appear strange but, as we will demonstrate experimentally, it can be extremely effective.

While the two criteria above are strictly related to maximin values and, as we will see, they will be widely employed in the definition of approaches for detecting maximin solutions, for the sake of completeness, we also mention that also other optimality criteria, not necessarily related with maximin values, are available in the literature. Below we present a couple of them. We point out that, while we could specialize our approach to these criteria, in the thesis we have not pursued experiments with them.

Force Optimality Criterion : At first we introduce a function $G$ which, in a physical analogy, is the sum of the magnitudes of repulsive forces if the sample points are considered as electrically charged particles (see [15, 151]).

$$
\begin{equation*}
G(X)=\sum_{i=1}^{N} \sum_{j=i+1}^{N} \frac{1}{d_{i j}^{2}} \tag{3.6}
\end{equation*}
$$

From the point of view of the physical analogy, it would have been natural with the power 1 (instead of 2) in the denominator of the terms of the sum. However, as we stated earlier, with the power 2 a computation of a square root for each term is avoided, so that we have a cheaper computation. Then $Y$ is better than $X$ if $G(Y)<G(X)$.
Correlation Optimality Criterion: Iman and Conover [119], Owen[192], and Tang [238] propose to choose designs by minimizing correlations among factors within the class of LHDs. Owen, in [192], used the following performance measure for evaluating the goodness of the LHD with respect to pairwise correlations. It is defined as follows

$$
\begin{equation*}
\rho^{2}=\frac{\sum_{i=1}^{k} \sum_{j=i+1}^{k} \rho_{i j}^{2}}{k(k-1) / 2} \tag{3.7}
\end{equation*}
$$

For calculating the correlation between each single pair of factors (say column $q$ and column $r$ ), here we use Pearson's formula:

$$
\begin{equation*}
\rho_{q r}=\frac{N \sum x_{i q} x_{i r}-\sum x_{i q} \sum x_{i r}}{\sqrt{N \sum x_{i q}^{2}-\left(\sum x_{i q}\right)^{2}} \sqrt{N \sum x_{i r}^{2}-\left(\sum x_{i r}\right)^{2}}} \tag{3.8}
\end{equation*}
$$

where the sums are over $i=1, \cdots, N$. Here $Y$ is better than $X$ if $\rho^{2}(Y)<$ $\rho^{2}(X)$.

### 3.2 Proposed ILS heuristic for maximin LHD

In Section 2.1 we have discussed a general scheme for ILS-based algorithms. Now we present the ILS based procedure for maximin Latin hypercube design. As we have stated earlier, the main components of ILS heuristic approaches are Initialization $\left(\mathcal{I}_{\mathcal{S}}\right)$, LocalSearch $\left(\mathcal{L}_{\mathcal{M}}\right)$, Perturbation Move $\left(\mathcal{P}_{\mathcal{M}}\right)$, and the Stopping Rule $\left(\mathcal{S}_{\mathcal{R}}\right)$; the pseudo-code of the proposed ILS heuristic for maximin LHD problems is the following:

Step 1. Initialization : $\left.X=\mathcal{I}_{S}(\{0,1, \ldots, N-1\})\right)$
Step 2. Local Search : $X^{*}=\mathcal{L}_{\mathcal{M}}(X)$
while $\mathcal{S}_{\mathcal{R}}$ not satisfied do
Step 3. Perturbation Move : $X^{\prime}=\mathcal{P}_{\mathcal{M}}(X)$
Step 4. Local Search : $X^{*}=\mathcal{L}_{\mathcal{M}}\left(X^{\prime}\right)$
Step 5. Improvement test : if $X^{*}$ is better than $X$, set $X=X^{*}$
end while
Return $X$
Below we detail the components in order to fully specify our algorithm.

### 3.2.1 Initialization $\left(\mathcal{I}_{\mathcal{S}}\right)$

The initialization $\left(\mathcal{I}_{S}\right)$ procedure embedded in our algorithm is extremely simple: the first initial solution is randomly generated. In particular, the first initial solution generation is built as follows. For each component $h \in\{1, \ldots, k\}$ a random permutation $v_{0}, \ldots, v_{N-1}$ of the integers $0,1, \ldots, N-1$ is generated and we set

$$
x_{r h}=v_{r} \text { for all } r \in\{0, \ldots, N-1\} .
$$

Although more aggressive procedures could be designed, we chose random generation because it is fast and unbiased.

### 3.2.2 Local Search Procedure $\left(\mathcal{L}_{S}\right)$

In order to define a local search procedure $\left(\mathcal{L}_{S}\right)$, we need to define a concept of neighborhood of a solution. Given a LHD $X=\left(x_{1}, \ldots, x_{N}\right)$, its neighborhood is made of all other LHDs obtained by applying local moves to $X$. Before introducing some local moves, we first introduce the notion of critical point.
Critical point: We say that $x_{i}$ is a critical point for $X$, if

$$
\min _{j \neq i} d\left(x_{i}, x_{j}\right)=D_{1}(X),
$$

i.e., the minimum distance from $x_{i}$ is also the minimum one among all the distances in $X$. We denote by $\mathcal{I}(X) \subseteq\{1, \ldots, N\}$ the set of indices of the critical points in $X$.

Local moves $(\mathcal{L M})$ : A local move is an operator that applies some form of slight perturbation to a solution $X$, in order to obtain a different solution. Different local moves define different neighborhoods for local search. In the literature two different local moves are available: Rowwise-Pairwise (RP) exchange [193] and Columnwise-Pairwise (CP) exchange [178]. In Park's algorithm [193] some active pairs (pairs of critical points, in our terminology) are selected. Then, for each chosen pair of two active rows, say $i_{1}$ and $i_{2}$, the RP exchange algorithm considers all the possible exchanges of corresponding elements as follows:

$$
x_{i_{1}, p} \leftrightarrow x_{i_{2}, q} \forall p, q=1,2, \ldots, k: p \neq q
$$

and finds the best exchange among them. The CP algorithm proposed by Morris and Mithchell [178] exchanges two randomly selected elements within a randomly chosen column. But in [150], Li and Wu defined the CP algorithm in a bit different way: they randomly choose a column and replace it by its random permutations if a better LHD is obtained.

Although we have also developed CP based local moves, in our proposed algorithms we mainly consider RP based local moves but a bit different than those of [193]. We propose two types of RP moves related to two different optimality criteria - namely $\operatorname{Opt}\left(D_{1}, J_{1}\right)$ and $\operatorname{Opt}(\phi)$.

For $\operatorname{Opt}\left(D_{1}, J_{1}\right)$, we propose Rowwise-Pairwise Critical Local Moves (we call it $\mathcal{L} \mathcal{M}_{R p D 1}$ ) as follows. The algorithm sequentially chooses two points (rows) such that at least one of them is a critical point, then exchanges two corresponding elements (factors) of the selected pair. If $i \in \mathcal{I}(X), r, j \in\{1, \ldots, N\}$, $h, \ell \in\{1, \ldots, k\}$, swapping the $\ell$-th component gives the neighbor $Y$ defined by

$$
y_{r h}= \begin{cases}x_{r h} & \text { if } r \neq i, j \text { or } h \neq \ell  \tag{3.9}\\ x_{i h} & \text { if } r=j \text { and } h=\ell \\ x_{j h} & \text { if } r=i \text { and } h=\ell\end{cases}
$$

We remark that, if $\operatorname{Opt}\left(D_{1}, J_{1}\right)$ be the optimality criterion, it perfectly makes sense to avoid considering pairs $x_{i}$ and $x_{j}$ such that $\mathcal{I}(X) \cap\left\{x_{i}, x_{j}\right\}=\emptyset$ since any swap involving two non-critical points cannot improve the $D_{1}$ value of the current LHD.
When $\operatorname{Opt}(\phi)$ is adopted as optimality criterion, any exchange can, in general, lead to an improved value of $\phi$. The RP local move for $\operatorname{Opt}(\phi)$ optimality criterion is denoted by $\mathcal{L} \mathcal{M}_{R p \phi}$ and is equal to (3.9), the only difference being that we drop the requirement that at least one point must be critical.

We now propose some examples in order to illustrate the previously discussed local moves. We consider the $\mathcal{L} \mathcal{M}_{R p D 1}$ local move. Let a randomly generated initial solution be LHD $A$ (see Figure 3.2(a)). Then a neighborhood solution of $A$, by considering points $(1,2),(6,5)$ (here both are critical points), is LHD $B$, obtained after swapping the second coordinate of the points $(1,2)$



Fig. 3.2: Illustration of Neighborhood solutions for $\mathcal{L M}_{R p D 1}$ based local search (LS) procedure
and $(6,5)$ (See Figure 3.2 (b)). Also note that LHD $B$ is an improving neighbor of LHD $A$, since $\left(D_{1}, J_{1}\right)(B)=(2,1)$ whereas $\left(D_{1}, J_{1}\right)(A)=(2,4)$. Note that by using two non-critical points like $(4,0)$ and $(7,7)$ of LHD $A$, there would be no chance to get an improving neighbor by means of a local move. Finally Figure 3.2 (c) shows the maximin LHD produced by the Local search procedure.

Acceptance Rule: We considered two types of acceptance rules, namely First Improve (FI) and Best Improve (BI) for each type of neighborhood. For the FI rule, the first improving neighbor whenever detected is adopted as starting point for a new neighborhood exploration. For the BI acceptance rule, the whole neighborhood of the current solution is searched for the best improving neighbor.

We warn again the reader that the meaning of " $Y$ is better than $X$ " can be defined accordingly with the $\operatorname{Opt}\left(D_{1}, J_{1}\right)$ or $\operatorname{Opt}(\phi)$ optimality criterion. So for the $\operatorname{Opt}\left(D_{1}, J_{1}\right)$ optimality criterion: " $Y$ is better than $X$ " if

$$
D_{1}(Y)>D_{1}(X) \text { or }\left(D_{1}(X)=D_{1}(Y) \text { and } J_{1}(X)>J_{1}(Y)\right) .
$$

On the other hand for $\operatorname{Opt}(\phi)$ optimality criterion : " $Y$ is better than $X$ " if

$$
\phi_{p}(Y)<\phi_{p}(X),
$$

where $\phi_{p}$ is defined by (3.5).

### 3.2.3 Perturbation Move ( $\mathcal{P}_{\mathcal{M}}$ )

Perturbation is the key operator in ILS, allowing the algorithm to explore the search space by jumping from one local optimum to another. Basically, a perturbation is similar to a local move, but it must be somehow less local, or, more precisely, it is a move within a neighborhood larger than the one employed in the local search. Actually the perturbation operator produces the initial solutions for all the local searches after the first one. Here we will propose mainly two types of perturbation operators namely 1. Cyclic Order Exchange (COE) and 2. Pairwise Crossover (PC).


Fig. 3.3: Illustration of Cyclic Order Exchange perturbation technique

1. Cyclic Order Exchange (COE): Our first perturbation move procedure is Cyclic Order Exchange (COE). The operator COE produce a cyclic order exchange upon a randomly selected single component (column) of a randomly selected portion of the design points (rows). Here we present three variant of COE perturbation move techniques: Single Cyclic Order Exchange (SCOE) perturbation operation, Multiple Components Cyclic Order Exchange (MCCOE), and Multiple Single Cyclic Order Exchange (MSCOE).

1a. Single Cyclic Order Exchange (SCOE): For SCOE, we randomly choose two different rows (points), say $x_{i}$ and $x_{j}$, such that $i<j$ and $j-i \geq 2$,
in the current LHD $X^{*}$. Then, we randomly choose a column (component), say $\ell$. Finally, we swap in cyclic order the value of component $\ell$ from point $x_{i}$ to point $x_{j}$ - see Figure 3.3. The pseudo-code structure for SCOE is the following.

Step 1: randomly select two different points $x_{i}$ and $x_{j}$
such that $i<j$ and $j-i \geq 2$
Step 2: Randomly choose a component $\ell$
Step 3a: set temporarily $x_{j \ell}^{t}=x_{j \ell}$
for $t=j, j-1, \ldots, i-1$ do
Step 3b: Replace the component $x_{(t) \ell}$ by $x_{(t-1) \ell}$
end for
Step 3c: and replace $x_{i \ell}$ by $x_{j \ell}^{t}$
Note that we require $j-i \geq 2$ because otherwise the perturbation would be a special case of the local move employed in the local search procedure. We illustrate the SCOE perturbation by an example. Assume we have the current LHD $X^{*}$ with $N=6$ and $k=8$

$$
X^{*}=\left(\begin{array}{l}
x_{1}  \tag{3.10}\\
x_{2} \\
x_{3} \\
x_{4} \\
x_{5} \\
x_{6}
\end{array}\right)=\left(\begin{array}{llllllll}
0 & 1 & 2 & 3 & 4 & 5 & 5 & 4 \\
1 & 2 & 3 & 4 & 5 & 0 & 4 & 3 \\
2 & 3 & 4 & 5 & 0 & 1 & 3 & 2 \\
3 & 4 & 5 & 0 & 1 & 2 & 2 & 1 \\
4 & 5 & 0 & 1 & 2 & 3 & 1 & 0 \\
5 & 0 & 1 & 2 & 3 & 4 & 0 & 5
\end{array}\right)
$$

Now we randomly choose two rows (points), say $x_{2}$ and $x_{5}$ and we randomly choose the column (component) $\ell=4$. Then, after the SCOE perturbation we get the following LHD $X^{\prime}$ (bold faces denote the values modified with respect to $X^{*}$ ),

$$
X^{\prime}=\left(\begin{array}{l}
x_{1}  \tag{3.11}\\
x_{2} \\
x_{3} \\
x_{4} \\
x_{5} \\
x_{6}
\end{array}\right)=\left(\begin{array}{llllllll}
0 & 1 & 2 & 3 & 4 & 5 & 5 & 4 \\
1 & 2 & 3 & 1 & 5 & 0 & 4 & 3 \\
2 & 3 & 4 & 4 & 0 & 1 & 3 & 2 \\
3 & 4 & 5 & 5 & 1 & 2 & 2 & 1 \\
4 & 5 & 0 & 0 & 2 & 3 & 1 & 0 \\
5 & 0 & 1 & 2 & 3 & 4 & 0 & 5
\end{array}\right)
$$

Note that SCOE only slightly modifies the current LHD $X^{*}$ but this exactly follows the spirit of ILS, where the perturbation should keep unchanged large portions of the current solution and should not completely disrupt its structure (see the discussion in Section 2.1).
1.b Multiple Components Cyclic Order Exchange (MCCOE): Our proposed MCCOE is a generalization of the single cyclic order exchange perturbation technique. In the MCCOE perturbation technique we perform SCOE operations on $s>1$ columns instead of manipulating a single column.

For example, consider the previous LHD $X^{*}$ defined in (3.10); we randomly fix a pair of rows (points), say $x_{2}$ and $x_{5}$ and we randomly choose the number of columns (components), say $s=2$ in which the perturbation is performed. Then we randomly choose two columns say $\ell_{1}=4$ and $\ell_{2}=8$. Then, after
the MCCOE perturbation we get the following LHD $X^{\prime}$ (bold faces denote the modified values).

$$
X^{\prime}=\left(\begin{array}{l}
x_{1}  \tag{3.12}\\
x_{2} \\
x_{3} \\
x_{4} \\
x_{5} \\
x_{6}
\end{array}\right)=\left(\begin{array}{llllllll}
0 & 1 & 2 & 3 & 4 & 5 & 5 & 4 \\
1 & 2 & 3 & 1 & 5 & 0 & 4 & 0 \\
2 & 3 & 4 & 4 & 0 & 1 & 3 & 3 \\
3 & 4 & 5 & 5 & 1 & 2 & 2 & 2 \\
4 & 5 & 0 & 0 & 2 & 3 & 1 & \mathbf{1} \\
5 & 0 & 1 & 2 & 3 & 4 & 0 & 5
\end{array}\right)
$$

1c. Multiple Single Cyclic Order Exchange (MSCOE): In this variant we perform the SCOE a random number of times rather than one time and each time we randomly select each SCOE operation. For illustration, consider the previous LHD $X^{*}(3.10)$. In order to apply MSCOE we choose a number say $s=2$ which indicate the number of times we perform SCOE operation. Then for the first SCOE we randomly choose a pair of rows (points), say $x_{2}$ and $x_{5}$ and a column, say $\ell_{1}=4$. Let $X^{t}$ be the resulting LHD Now we perform the second SCOE: we again randomly choose a pair of rows(points), say $x_{1}$ and $x_{6}$, and a column, say $\ell_{1}=1$. Then after a SCOE perturbation on $X^{t}$ we get the following final LHD $X^{\prime}$ (bold faces denote the values modified with respect to $X^{*}$ ),

$$
X^{\prime}=\left(\begin{array}{l}
x_{1}  \tag{3.13}\\
x_{2} \\
x_{3} \\
x_{4} \\
x_{5} \\
x_{6}
\end{array}\right)=\left(\begin{array}{llllllll}
\mathbf{5} & 1 & 2 & 3 & 4 & 5 & 5 & 4 \\
0 & 2 & 3 & 1 & 5 & 0 & 4 & 3 \\
\mathbf{1} & 3 & 4 & 4 & 0 & 1 & 3 & 2 \\
\mathbf{2} & 4 & 5 & 5 & 1 & 2 & 2 & 1 \\
\mathbf{3} & 5 & 0 & \mathbf{0} & 2 & 3 & 1 & 0 \\
4 & 0 & 1 & 2 & 3 & 4 & 0 & 5
\end{array}\right)
$$

2. Pairwise Crossover: The second type of perturbation move that we consider is the Pairwise Crossover (PC). It is similar to biological crossover we randomly select two points (rows) and then randomly selected portions of them which are interchanged. Here we propose three variant of PC namely Single Pair Crossover (SPC), Multiple Pair Crossover (MPC) and Critical-point Far-most Pair Crossover (CFPC).

2a. Single Pair Crossover (SPC): For SPC, we first randomly select two rows, say, $x_{i}$ and $x_{j}, i \neq j$, in the current LHD $X^{*}$; then we randomly select a component, say $\ell \geq 2$. Finally all the components $1, \ldots, \ell$ of $x_{i}$ are swapped with the corresponding components of $x_{j}$ - refer to Figure 3.4. Note that we require $\ell \geq 2$, since otherwise it would be a single local move. It is also worthwhile to remark that the PC perturbation is meaningful only when number of factors of the LHD is grater than three. The pseudo code structure of SPC is as follows:

```
Step 1: randomly select two different points \(x_{i}\) and \(x_{j}\) such that \(i \neq\)
\(j\)
Step 2: Randomly choose a component \(\ell\) such that \(\ell \geq 2\)
for \(k=1, \ldots, \ell\) do
    Step 3: \(\operatorname{swap}\left(x_{i k}, x_{j k}\right)\)
```

Before Crossover

$$
\begin{aligned}
& x_{i}=\begin{array}{|lll|lllll|}
\hline 0 & 1 & 2 & 3 & 4 & 5 & 5 & 4 \\
x_{j} & \begin{array}{|lllllllll|}
\hline 3 & 4 & 5 & 0 & 1 & 2 & 2 & 1 \\
\hline
\end{array}
\end{array} . \begin{array}{ll} 
&
\end{array} \\
& \hline
\end{aligned}
$$

Fig. 3.4: Illustration of Single Pair Crossover perturbation technique

## end for

2b. Multiple Pairwise Crossover (MPC): MPC is a generalization of the SPC perturbation technique. In the MPC perturbation technique we randomly choose multiple pairs of points rather than a single pair of points to perform crossover.

It is worthwhile to remark that the randomly generated integer value $s$ (how many times SPC is performed in MPC) should be a small value, since if $s$ be a large number, the produced MPC-perturbed LHD could not preserve much of the structure of the current local optimum. That is, MPC would become (practically) a random initialization procedure. For illustration of MPC perturbation moves, consider the LHD $X^{*}$ given by Eq. (3.10). Now we choose a number say $s=2$ which indicate the number of times we perform SPC operations. Then for the first SPC we randomly choose a pair of rows (points), say $x_{2}$ and $x_{5}$, and randomly fix a column, say $\ell_{1}=4$. After the SPC perturbation, we get the following LHD $X^{t}$ (bold faces denote modified values).

$$
X^{t}=\left(\begin{array}{l}
x_{1}  \tag{3.14}\\
x_{2} \\
x_{3} \\
x_{4} \\
x_{5} \\
x_{6}
\end{array}\right)=\left(\begin{array}{llllllll}
0 & 1 & 2 & 3 & 4 & 5 & 5 & 4 \\
\mathbf{4} & \mathbf{5} & \mathbf{0} & \mathbf{1} & 5 & 0 & 4 & 3 \\
2 & 3 & 4 & 5 & 0 & 1 & 3 & 2 \\
3 & 4 & 5 & 0 & 1 & 2 & 2 & 1 \\
\mathbf{1} & \mathbf{2} & \mathbf{3} & \mathbf{4} & 2 & 3 & 1 & 0 \\
5 & 0 & 1 & 2 & 3 & 4 & 0 & 5
\end{array}\right)
$$

Now we perform the second SPC: we again randomly choose a pair of rows (points), say $x_{2}$ and $x_{6}$, and randomly fix a column, say $\ell_{2}=2$. Then after another SPC perturbation on $X^{t}$ we get the following final LHD $X^{\prime}$ (bold faces denote the values modified with respect to $X^{*}$ ),

$$
X^{\prime}=\left(\begin{array}{l}
x_{1}  \tag{3.15}\\
x_{2} \\
x_{3} \\
x_{4} \\
x_{5} \\
x_{6}
\end{array}\right)=\left(\begin{array}{llllllll}
0 & 1 & 2 & 3 & 4 & 5 & 5 & 4 \\
\mathbf{5} & \mathbf{0} & \mathbf{0} & \mathbf{1} & 5 & 0 & 4 & 3 \\
2 & 3 & 4 & 5 & 0 & 1 & 3 & 2 \\
3 & 4 & 5 & 0 & 1 & 2 & 2 & 1 \\
\mathbf{1} & \mathbf{2} & \mathbf{3} & \mathbf{4} & 2 & 3 & 1 & 0 \\
\mathbf{4} & \mathbf{5} & 1 & 2 & 3 & 4 & 0 & 5
\end{array}\right)
$$

It is important to remark that when $s>1$, MPC may also produce a so-called dead offspring - by this we mean the case where $X^{\prime}=X^{*}$. An algorithm incorporating MPC should detect such events.

2c. Critical-point Far-most Pair Crossover (CFPC): A point $x_{i}$ is randomly selected, and the mate point $x_{j}$ involved in the crossover is selected so that $x_{j}$ has the maximum possible distance from $x_{i}$ (with ties broken randomly). Both SPC and MPC can then be applied.

### 3.2.4 Stopping Rule ( $\mathcal{S}_{\mathcal{R}}$ )

We use a very simple stopping Rule $\left(\mathcal{S}_{\mathcal{R}}\right)$. We introduce an integer parameter called MaxNonImp, and the algorithm will stop if the currently best local optimizer $X^{*}$ cannot be improved for MaxNonImp consecutive perturbations.

## 4. COMPUTATIONAL EXPERIMENTS AND DISCUSSION ABOUT ILS WITH OPT $\left(D_{1}, J_{1}\right)$

In Section 3.2 we have proposed our algorithms and also have discussed details about them. Here we will report on experiments performed in order to investigate the different components and their impact on the efficiency of the algorithms. Since we have proposed algorithms driven by two different optimality criteria, at first we will perform experiments for the $\operatorname{Opt}\left(D_{1}, J_{1}\right)$ optimality criterion, and in the next chapter for the $\operatorname{Opt}(\phi)$ optimality criterion. We also perform some experiments to compare the results with those available in the literature. Since the first operator of our proposed ILS algorithms is Initialization and it is just simple random permutation on $\{0,1,2 \ldots, N-1\}$, we will perform experiments to investigate the performance of other operators like Local search procedure, Perturbation moves procedure and so on.

### 4.1 Experiments on Local Search procedure

Local search is the first relevant operator of our proposed ILS based algorithms. In order to appreciate the importance of this operator we will first make a comparison between the simplest Random Search (RS) method, in which there is no local search operator, and the simplest method based on multiple local searches, Multistart (MS), in which only local searches are performed. Moreover, we will study the impact of different possible choices in the definition of the local search procedure.

### 4.1.1 Impact of LocalSearch

Our first goal is to assess that using a local search - and hence focusing only on local optima during the overall search - is a profitable choice. Thus we compare a trivial Random Search (RS) with a Multistart (MS) procedure equipped with a local search. We consider LHDs with $N=3,4, \ldots, 25$ and $k=3,5,7,10$; we do not report results for higher values of $N$, as RS is - quite expectedly strongly dominated by MS as $N$ grows. For the MS based approach we adopted a RP local move with FI acceptance rule based Local search procedure.

We set the number of runs for the MS approach to $R=1000$ for all $(N, k)$ considered pairs, whereas we ran the RS approach with 50 times more runs than the MS approach for each $(N, k)$ considered. In order to investigate the impact of LocalSearch operator, we compare the performance of the RS and MS methods. We plotted the $N$ values on the x-axis and the percentage improvements (in terms of Maximin (Mm) values) of MS over RS on y-axis, for each $k=3,5,7,10$ (see Figure 4.1). We observe in the figure that the performance of the MS approach (in percentage) is approximately linearly increasing with $N$ for all $k$ values, and RS is dominated.


Fig. 4.1: Comparison of the performance of MS with that of RS (in percentage)

This phenomenon is somehow expected, because the search space for RS comprises every feasible solution, so it is very large and its cardinality drastically grows with $N$ like $(N!)^{k-1}$. So RS has very few chances of finding "good" LHDs. On the other hand the search space of MS is a relatively small subset of the whole set of feasible solutions, composed of local optima.

### 4.1.2 Impact of RP and CP Local moves

Since we have proposed two different types of local search moves - namely Rowwise pairwise (RP) local moves and Column-wise pairwise (CP) local moves we performed experiments to investigate the impact of each type of local move.

For the experiments we consider LHDs with $N=\{1,2, \ldots, 25,5 i\}$ where $i=6,7, \ldots, 20$, and $k=3,5,7,10$. We tested on each LHD a multistart (MS) procedure for a number of runs $R=1000$; in local search, we adopted the first improvement (FI) acceptance rule for both RP and CP local moves. In Table 4.1 we report the best LHD values (Mm values) over 1000 runs. We observe in the table that for $k=3$, the RP based Local search generated a better LHD in 13 cases, whereas the CP based Local search is the winner in 5 cases. On the other hand for $k=10$, RP works better in 14 cases and CP in 16 cases. We also observe that the total computational cost of the two approaches is quite similar, see Table 4.1.

We may conclude that there is no significant difference between the performances of RP and CP based local search procedure.

### 4.1.3 Impact of FI and BI Acceptance rule

In Section 3.2 we have proposed two type of acceptance rules. namelv FI and BI. for the local search procedure; in this section we report about some experıments whose goal is investigating the impact of these acceptance strategies. Since we investigate the impact of acceptance strategy on Local Search techniques.

Tab. 4.1: The Comparison of the performance of RP and CP with FI acceptance rule based Local search procedures

| N | $k=3$ |  | $k=5$ |  | $k=7$ |  | $k=10$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | RP | CP | RP | CP | RP | CP | RP | CP |
| 3 | 6 | 6 | 8 | 8 | 13 | 13 | 19 | 19 |
| 4 | 6 | 6 | 14 | 14 | 21 | 21 | 33 | 33 |
| 5 | 11 | 11 | 24 | 24 | 32 | 32 | 50 | 50 |
| 6 | 14 | 14 | 32 | 32 | 47 | 47 | 68 | 68 |
| 7 | 17 | 17 | 40 | 39 | 61 | 61 | 90 | 89 |
| 8 | 21 | 21 | 50 | 50 | 77 | 78 | 115 | 113 |
| 9 | 22 | 22 | 59 | 61 | 91 | 92 | 140 | 140 |
| 10 | 27 | 27 | 78 | 78 | 108 | 107 | 169 | 169 |
| 11 | 30 | 30 | 78 | 78 | 125 | 127 | 201 | 200 |
| 12 | 36 | 36 | 88 | 89 | 145 | 145 | 227 | 226 |
| 13 | 41 | 41 | 99 | 100 | 169 | 167 | 259 | 258 |
| 14 | 41 | 41 | 110 | 111 | 189 | 188 | 295 | 296 |
| 15 | 48 | 43 | 123 | 122 | 209 | 207 | 336 | 334 |
| 15 | 48 | 46 | 138 | 135 | 231 | 230 | 373 | 370 |
| 17 | 53 | 51 | 147 | 148 | 252 | 255 | 411 | 412 |
| 18 | 54 | 54 | 159 | 161 | 280 | 277 | 453 | 454 |
| 19 | 56 | 57 | 171 | 174 | 304 | 301 | 501 | 499 |
| 20 | 61 | 61 | 186 | 187 | 330 | 327 | 541 | 541 |
| 21 | 65 | 65 | 199 | 200 | 356 | 355 | 590 | 590 |
| 22 | 69 | 69 | 214 | 215 | 384 | 381 | 638 | 650 |
| 23 | 72 | 72 | 232 | 229 | 413 | 411 | 686 | 690 |
| 24 | 76 | 75 | 244 | 243 | 442 | 443 | 738 | 741 |
| 25 | 78 | 77 | 257 | 256 | 477 | 472 | 791 | 798 |
| 30 | 94 | 94 | 319 | 322 | 615 | 620 | 1063 | 1072 |
| 35 | 116 | 113 | 402 | 410 | 785 | 786 | 1379 | 1386 |
| 40 | 134 | 133 | 499 | 495 | 983 | 967 | 1739 | 1731 |
| 45 | 153 | 158 | 597 | 590 | 1183 | 1196 | 2126 | 2115 |
| 50 | 174 | 179 | 699 | 693 | 1392 | 1389 | 2550 | 2548 |
| 55 | 202 | 202 | 805 | 795 | 1608 | 1640 | 2987 | 3003 |
| 60 | 226 | 221 | 914 | 911 | 1866 | 1853 | 3483 | 3495 |
| 65 | 248 | 245 | 1035 | 1029 | 2134 | 2106 | 3975 | 3988 |
| 70 | 276 | 270 | 1153 | 1157 | 2409 | 2430 | 4524 | 4530 |
| 75 | 293 | 290 | 1278 | 1275 | 2692 | 2695 | 5096 | 5119 |
| 80 | 317 | 315 | 1398 | 1409 | 2989 | 2978 | 5742 | 5687 |
| 85 | 344 | 344 | 1542 | 1549 | 3285 | 3292 | 6315 | 6357 |
| 90 | 372 | 369 | 1673 | 1681 | 3606 | 3618 | 7014 | 6992 |
| 95 | 398 | 401 | 1827 | 1836 | 3967 | 3926 | 7687 | 7741 |
| 100 | 420 | 422 | 1981 | 1981 | 4313 | 4267 | 8406 | 8394 |
| No. of Bet. LHD | 13 | 5 | 12 | 17 | 19 | 13 | 14 | 16 |
| $\begin{aligned} & \text { T. Time } \\ & \text { (in sec) } \\ & \hline \end{aligned}$ | 576 | 558 | 1661 | 1676 | 3501 | 3506 | 8919 | 8600 |



Fig. 4.2: Comparison of the performance of BI with that of FI (in percentage)

RP local moves; all other settings for the experiments are the same described in the previous sections. We ran the MS procedure with FI and BI acceptance rules respectively for all the LHDs defined above.

For the investigation of the impact of acceptance criterion, we plotted on x -axis the $N$ values, and on y -axis the percentage improvements in terms of Mm values of the BI based approach w.r.t. the FI based approach for each $k=3,5,7,10-s e e ~ F i g u r e ~ 4.2$. Though it is not very clear from the figure, for lower values of $N$ the FI acceptance strategy performs slightly better for all $k$ except $k=7$. On the other hand for large $N$ values, the BI acceptance strategy performs slightly better for all $k$ except $k=7$. By looking at the overall results we conclude that, from the point of view of solution quality, there is no relevant evidence of one acceptance rule dominating the other.

Anyway we observe in Figure 4.3 that the FI acceptance strategy based algorithm is always computationally cheaper than that of BI acceptance strategy based algorithm. The BI based algorithm needs more CPU time because a complete neighborhood is explored for each visited solution, whereas with the FI acceptance rule only a partial exploration in most of the neighborhoods is


Fig. 4.3: Comparison of the elapsed time of FI and BI acceptance strategy based algorithm (in second)
performed.

### 4.2 Experiments on perturbation moves

### 4.2.1 Impact of Perturbation Operator

in order to assess the contribution of the perturbation operator to the performances of the ILS algorithm, we compare ILS with a MS algorithm. We stress that using the perturbation operator for starting a new local search from a previously reached local optimum is the key feature distinguishing ILS from MS in MS the new starting point is drawn at random.

For this set of experiments we consider the LHDs with $N=3,4, \ldots, 25$ and $k=3,5,7,10$ (we do not report results for higher values of $N$, but remark that MS becomes strongly dominated by ILS on such tests). In both the MS and ILS procedures we use a Local Search equipped by the RP local move with FI acceptance rule. In the ILS based procedure we use SCOE perturbation moves procedure with MaxNonImp $=1000$ and number of runs for each $(N, k)$ set to $R=100$. In order to have a fair comparison, on each $(N, k)$ test we first ran the ILS based method and count the total number of local searches, call it $L(N, k)$, needed for optimized LHD with each pair value of $(N, k)$. Then we ran MS with $L(N, k)$ number of trials for the corresponding ( $N, k$ ) pairs.

We plotted on the x-axis the $N$ values, and on y -axis the percentage improvements of Mm values obtained by ILS compared with those given by MS, for each $k=\{3,5,7,10\}$ (see Figure 4.4). We notice from the figure that ILS always has a performance at least as good as the one of MS and, in particular for large $k$ values, the improvement guaranteed by ILS tends to increase with the number $N$ of points. The cause of this fact is that each new starting point of MS is drawn at random and so it usually fails to preserve any "good" part of the previous locally optimal LHD. On the other hand, the starting points of the ILS based method are generated by applying to each local optimum a per-


Fig. 4.4: Comparison of the performance of ILS with that of MS (in percentage)
Tab. 4.2: The Comparison of the computational cost of MS and ILS ( $D_{1}, J_{1}$ ) (time is in second )

| k | MS | ILS |
| :--- | :--- | :--- |
| 3 | 811 | $\mathbf{4 1 6}$ |
| 5 | 2179 | $\mathbf{1 1 1 4}$ |
| 7 | 4211 | $\mathbf{2 1 1 7}$ |
| 10 | 9589 | $\mathbf{4 7 9 6}$ |
| Total | 16790 | $\mathbf{8 4 4 3}$ |
| time |  |  |

turbation operation, which is slightly larger than a local move. The perturbed local optimum usually preserves a good part of the configuration of the previous locally optimal LHD and at the same time allows an effective exploration of the search space.

Table 4.2 shows the elapsed time of MS and ILS based methods for each $k$ value of the above described experiments. We observe that, although we allowed the same number of local searches for both ILS and MS, the running time for ILS was clearly inferior. Again, this is due to the fact that the starting points of local searches in ILS are only slight perturbations of local minimizers - with an already partially-optimized structure. Hence the local search procedure (often) reaches a new local optimum in fewer iterations with respect to the case of MS where starting points are completely random ones.

In order to offer more details on how MS and ILS differ in their behaviors, we performed further experiments. With the same parameter setting, we first ran ILS with only one trial for $(N, k)=(17,3)$ and then ran MS with same number of trial as the number of local searches needed by ILS. We display the partial search history of initial solutions of MS (where initial solutions are generated randomly) and ILS (where the initial solutions are generated by the perturbation operator from local optimizers except the first one) approaches in Figure 4.5. From this figure we notice that the initial solutions of ILS are


Fig. 4.5: Comparison of search history of initial solutions between MS and ILS for $(N, k)=(17,3)$ (partial search space)
almost always better than those of MS.

Also, we display the partial search history of locally optimal solutions delivered by MS and ILS in Figure 4.6. We observe from Figure 4.6 that in almost all the local searches ILS produces better local optimizers than MS.

Figure 4.7 shows the partial search history of MS including both initial solutions and corresponding locally optimal solutions for $(N, k)=(17,3)$, and Figure 4.8 displays the same data collected for ILS. In both figures red balls denote initial solutions and black squares indicate locally optimal solutions.

We can observe in Figure 4.7 that many initial solutions have small objective values (less than 15) and the corresponding local optimal solution also have relatively small values (less than 45). On the other hand we observe in Figure 4.8 that a large amount of initial solutions have relatively large values (greater than 15) and corresponding local optimal solutions also have relatively large values (greater than 45). That is better initial solutions almost always produce relatively better solutions. But in Figure 4.8 we also observe that though, at local search step 735 of ILS approach, the initial solution is a good one, it produces a not so good local optimal solution. In spite of this counterexample, it is worthwhile to remark that though there is no guarantee that better initial solutions always provide better local solutions, this is, in fact, often the case.

Another observation at step 725 of the local search of both MS and ILS approach: the initial solution of ILS is relatively worse than that of MS (see in Figures 4.7 and 4.8 the large blue circles, the initial solution of MS approach has value 11 whereas the initial solution of ILS approach has value 6) but the local optimal solution delivered by ILS is relatively better (it has value 42 whereas


Fig. 4.6: Comparison of search history of local optimal solutions between MS and ILS for $(N, k)=(17,3)$ (partial search space)


Fig. 4.7: The partial Search history of MS local search including initial solutions and optimal solutions for $(N, k)=(17,3)$


Fig. 4.8: The partial Search history of ILS local search including initial solutions and local optimizer for $(N, k)=(17,3)$
the local optimal solution detected by MS is 35 ). We might conjecture that in this case the perturbation move has considerably worsened a small portion of the current solution, but, being such portion quite limited, the local search procedure is able to "repair" it quite effectively thus leading to a good local optimum.

### 4.2.2 Impact of different perturbation moves

We have proposed mainly two type of Perturbation moves procedures - COE and PC perturbation moves - and for each of them several variants; in this section we will investigate their performances. For all the experiments considered in this section, we used LHDs with $N=\{1,2, \ldots, 25,5 i\}$ where $i=6,7, \ldots, 20$, and $k=3,5,7,10$. We consider RP local moves with BI acceptance rule based local search for all the approaches considered. We also set $\operatorname{MaxNonImp}=1000$, and number of runs $R=10$ for all the tests.

We first present experiments about the impact of the three variants of COE perturbation moves procedures. In the table 4.3 we report the best Mm values (over 10 runs). In the table "B/E LHD" means total number of better or equal LHD values (with respect to this comparison) obtained for each $k$ dimension for each version. We observe that the ILS algorithm equipped with the SCOE perturbation outperforms the other two ILSs. LLS with MSCOE perturbations seems to perform somehow better than ILS with MCCOE, but worse than ILS with SCOE. Although ILS with the MCCOE perturbation is relatively cheaper, it frequently obtains worse Mm values with respect to the other two tested perturbations. Hence we recommend the SCOE perturbation as the best choice among the three versions of COE perturbation moves.

Our next experiment is about the impact of the three variants of PC per-

Tab. 4.3: Comparison among different COE perturbation move procedures. Note that in the table SCOE, MCCOE and MSCOE are denoted as SC, MCC and

|  | $k=3$ |  |  | $k=5$ |  |  | $k=7$ |  |  | $k=10$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| N | SC | MCC | MSC | SC | MCC | MSC | SC | MCC | MSC | SC | MCC | MSC |
| 3 | ${ }^{6}$ | ${ }^{6}$ | ${ }^{6}$ | 8 | 8 | ${ }^{8}$ | 13 | 13 | 13 | 19 | 19 | 19 |
| 4 | 6 | 6 | 6 | 14 | 14 | 14 | 21 | 21 | 21 | 33 | 33 | 33 |
| 5 | 11 | 11 | 11 | 24 | 24 | 24 | 32 | 32 | 32 | 50 | 50 | 50 |
| 6 | 14 | 14 | 14 | 32 | 32 | 32 | 46 | 47 | 47 | 67 | 68 | 68 |
| 7 | 17 | 17 | 17 | 38 | 38 | 40 | 60 | 60 | 61 | 89 | 89 | 89 |
| 8 | 21 | 21 | 21 | 50 | 50 | 50 | 78 | 77 | 79 | 114 | 113 | 114 |
| 9 | 22 | 22 | 22 | 61 | 59 | 60 | 93 | 92 | 93 | 141 | 140 | 140 |
| 10 | 26 | 27 | 27 | 78 | 76 | 78 | 108 | 108 | 108 | 172 | 171 | 172 |
| 11 | 29 | 30 | 30 | 79 | 79 | 79 | 128 | 128 | 129 | 206 | 206 | 206 |
| 12 | 33 | 33 | 33 | 88 | 89 | 91 | 152 | 150 | 151 | 234 | 232 | 234 |
| 13 | 41 | 41 | 41 | 102 | 101 | 102 | 179 | 173 | 176 | 271 | 266 | 269 |
| 14 | 42 | 41 | 41 | 114 | 111 | 113 | 215 | 207 | 210 | 306 | 302 | 304 |
| 15 | 48 | 43 | 45 | 128 | 123 | 125 | 223 | 219 | 215 | 343 | 340 | 342 |
| 15 | 49 | 46 | 49 | 141 | 134 | 144 | 241 | 238 | 239 | 390 | 384 | 384 |
| 17 | 51 | 51 | 51 | 154 | 148 | 154 | 262 | 256 | 259 | 431 | 417 | 432 |
| 18 | 54 | 54 | 56 | 166 | 159 | 165 | 285 | 280 | 284 | 482 | 471 | 480 |
| 19 | 59 | 56 | 57 | 181 | 176 | 178 | 315 | 307 | 313 | 539 | 532 | 527 |
| 20 | 62 | 61 | 62 | 198 | 194 | 198 | 345 | 331 | 343 | 572 | 560 | 602 |
| 21 | 66 | 65 | 66 | 215 | 200 | 213 | 372 | 364 | 370 | 630 | 600 | 625 |
| 22 | 69 | 66 | 70 | 227 | 214 | 222 | 406 | 387 | 394 | 669 | 660 | 668 |
| 23 | 73 | 70 | 73 | 246 | 228 | 237 | 438 | 415 | 427 | 722 | 698 | 713 |
| 24 | 77 | 75 | 76 | 255 | 242 | 250 | 465 | 449 | 460 | 785 | 760 | 766 |
| 25 | 81 | 77 | 81 | 272 | 259 | 267 | 497 | 473 | 491 | 832 | 809 | 822 |
| 30 | 101 | 97 | 101 | 356 | 337 | 347 | 667 | 644 | 656 | 1136 | 1108 | 1130 |
| 35 | 122 | 121 | 122 | 454 | 426 | 449 | 856 | 815 | 85.4 | 1491 | 1435 | 1467 |
| 40 | 149 | 138 | 146 | 552 | 525 | 549 | 1055 | 1005 | 1055 | 1894 | 1804 | 1850 |
| 45 | 166 | 158 | 168 | 662 | 611 | 658 | 1284 | 1226 | 1258 | 2315 | 2238 | 2270 |
| 50 | 189 | 181 | 190 | 755 | 719 | 764 | 1523 | 1440 | 1500 | 2770 | 2656 | 2749 |
| 55 | 216 | 206 | 211 | 890 | 832 | 867 | 1781 | 1682 | 1754 | 3293 | 3133 | 3235 |
| 60 | 241 | 230 | 234 | 998 | 952 | 979 | 2028 | 1943 | 1999 | 3778 | 3646 | 3749 |
| 65 | 266 | 250 | 261 | 1123 | 1067 | 1115 | 2340 | 2213 | 2318 | 4383 | 4195 | 4358 |
| 70 | 290 | 281 | 289 | 1262 | 1182 | 1235 | 2637 | 2475 | 2580 | 4915 | 4750 | 4853 |
| 75 | 321 | 302 | 321 | 1404 | 1307 | 1387 | 2944 | 2769 | 2866 | 5644 | 5347 | 5504 |
| 80 | 344 | 333 | 345 | 1548 | 1434 | 1514 | 3286 | 3084 | 3168 | 6252 | 5985 | 6143 |
| 85 | 374 | 354 | 371 | 1679 | 1591 | 1667 | 3588 | 3399 | 3551 | 6945 | 6646 | 6813 |
| 90 | 394 | 378 | 404 | 1837 | 1715 | 1796 | 3934 | 3720 | 3899 | 7659 | 7340 | 7505 |
| 95 | 420 | 406 | 433 | 1994 | 1867 | 1936 | 4355 | 4082 | 4208 | 8450 | 8037 | 8333 |
| 100 | 454 | 427 | 453 | 2173 | 2004 | 2135 | 4676 | 4448 | 4667 | 9201 | 8749 | 9098 |
| $\begin{aligned} & \hline \text { B/E } \\ & \text { LHD } \end{aligned}$ | 29 | 12 | 27 | 33 | 5 | 14 | 34 | 5 | 10 | 35 | 6 | 10 |
| Tot. Time (hrs) | 1.25 | 0.84 | 1.12 | 3.49 | 2.14 | 3.27 | 7.55 | 4.56 | 6.4 | 17.92 | 11.39 | 16.33 |

Tab. 4.4: Comparison among different PC perturbation move procedures

|  | $k=3$ |  |  | $k=5$ |  |  | $k=7$ |  |  | $k=10$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| N | SPC | MPC | CFPC | SPC | MPC | CFPPC | SPC | MPC | CFPC | SPC | MPC | CFPC |
| 3 | 6 | 6 | 6 | 8 | 8 | 8 | 13 | 13 | 13 | 19 | 19 | 19 |
| 4 | 6 | 6 | 6 | 14 | 14 | 14 | 21 | 21 | 21 | 33 | 33 | 33 |
| 5 | 11 | 11 | 11 | 24 | 24 | 24 | 32 | 32 | 32 | 50 | 50 | 50 |
| 6 | 14 | 14 | 14 | 32 | 32 | 32 | 46 | 47 | 45 | 67 | 67 | 67 |
| 7 | 17 | 17 | 17 | 38 | 39 | 38 | 60 | 61 | 60 | 90 | 89 | 89 |
| 8 | 21 | 21 | 19 | 48 | 50 | 48 | 77 | 78 | 77 | 113 | 114 | 114 |
| 9 | 22 | 22 | 22 | 59 | 61 | 59 | 90 | 93 | 91 | 140 | 141 | 141 |
| 10 | 27 | 26 | 26 | 76 | 78 | 76 | 108 | 111 | 108 | 170 | 173 | 172 |
| 11 | 30 | 30 | 29 | 80 | 80 | 78 | 125 | 129 | 129 | 205 | 208 | 206 |
| 12 | 36 | 33 | 33 | 88 | 91 | 88 | 149 | 152 | 147 | 234 | 235 | 234 |
| 13 | 41 | 41 | 36 | 100 | 102 | 100 | 176 | 178 | 175 | 266 | 271 | 270 |
| 14 | 42 | 41 | 41 | 111 | 116 | 113 | 206 | 210 | 197 | 304 | 303 | 299 |
| 15 | 44 | 44 | 44 | 127 | 128 | 122 | 217 | 219 | 214 | 345 | 342 | 343 |
| 15 | 49 | 50 | 46 | 139 | 146 | 136 | 237 | 238 | 239 | 391 | 387 | 387 |
| 17 | 51 | 53 | 51 | 151 | 156 | 152 | 261 | 263 | 259 | 435 | 433 | 427 |
| 18 | 54 | 54 | 54 | 165 | 168 | 166 | 287 | 291 | 284 | 488 | 477 | 476 |
| 19 | 56 | 59 | 57 | 181 | 179 | 181 | 311 | 314 | 317 | 525 | 518 | 518 |
| 20 | 62 | 62 | 59 | 199 | 199 | 195 | 340 | 347 | 340 | 575 | 586 | 571 |
| 21 | 66 | 66 | 66 | 211 | 212 | 210 | 369 | 374 | 370 | 631 | 617 | 615 |
| 22 | 70 | 69 | 69 | 230 | 232 | 225 | 401 | 406 | 401 | 674 | 668 | 664 |
| 23 | 74 | 74 | 73 | 242 | 239 | 238 | 437 | 435 | 434 | 721 | 724 | 716 |
| 24 | 77 | 77 | 77 | 254 | 258 | 251 | 466 | 463 | 467 | 777 | 779 | 780 |
| 25 | 84 | 84 | 81 | 274 | 269 | 271 | 496 | 498 | 500 | 831 | 843 | 827 |
| 30 | 105 | 102 | 101 | 353 | 355 | 363 | 675 | 676 | 663 | 1150 | 1145 | 1133 |
| 35 | 125 | 129 | 123 | 459 | 458 | 454 | 862 | 866 | 865 | 1494 | 1504 | 1496 |
| 40 | 146 | 149 | 145 | 556 | 563 | 553 | 1080 | 1071 | 1059 | 1907 | 1894 | 1889 |
| 45 | 174 | 173 | 171 | 663 | 674 | 648 | 1311 | 1299 | 1290 | 2312 | 2330 | 2297 |
| 50 | 200 | 197 | 189 | 781 | 784 | 768 | 1540 | 1548 | 1535 | 2806 | 2783 | 2781 |
| 55 | 224 | 225 | 216 | 908 | 911 | 890 | 1802 | 1799 | 1782 | 3310 | 3269 | 3295 |
| 60 | 254 | 246 | 245 | 1017 | 1011 | 1021 | 2085 | 2093 | 2057 | 3868 | 3797 | 3813 |
| 65 | 278 | 278 | 266 | 1163 | 1173 | 1136 | 2363 | 2359 | 2345 | 4407 | 4398 | 4391 |
| 70 | 307 | 301 | 299 | 1294 | 1291 | 1278 | 2683 | 2681 | 2638 | 5022 | 5027 | 5017 |
| 75 | 338 | 330 | 325 | 1427 | 1435 | 1419 | 2972 | 2992 | 2981 | 5639 | 5610 | 5663 |
| 80 | 369 | 354 | 347 | 1596 | 1578 | 1576 | 3326 | 3343 | 3302 | 6369 | 6331 | 6320 |
| 85 | 393 | 389 | 377 | 1723 | 1752 | 1716 | 3639 | 3693 | 3628 | 7027 | 6997 | 6971 |
| 90 | 420 | 420 | 411 | 1908 | 1894 | 1882 | 4048 | 4052 | 3994 | 7782 | 7738 | 7680 |
| 95 | 460 | 453 | 434 | 2067 | 2056 | 2031 | 4408 | 4360 | 4368 | 8592 | 8528 | 8473 |
| 100 | 483 | 481 . | 474 | 2223 | 2235 | 2171 | 4770 | 4787 | 4814 | 9387 | 8749 | 9235 |
| $\begin{aligned} & \hline \text { B/E } \\ & \text { LHD } \end{aligned}$ | 32 | 24 | 10 | 15 | 28 | 6 | 10 | 28 | 7 | 24 | 16 | 8 |
| Tot. <br> Time <br> (hrs) | 0.90 | 0.73 | 0.47 | 2.78 | 3.05 | 1.65 | 5.26 | 6.80 | 3.90 | 13.03 | 14.81 | 10.32 |

turbation moves procedures. The results of the tests are reported in the table 4.4. The meaning of "B/E LHD" in the table is the same discussed above. We observe that the performances of ILS with SPC and MPC perturbations are comparable whereas ILS with FCPC seems worse than the other two approaches. We also observe that the computational cost of SPC and MPC based approach are comparable; FCPC is cheaper but most of the times it produces worse LHDs with respect to the other two versions of PC perturbations. Hence we recommend SPC as the best choice among the three version of the PC perturbation moves considered.

We finally wish to offer a comparison between COE and PC perturbations. For this comparison we consider SCOE and SPC, that turn out to be the best option for the two techniques. The comparison of the two approaches is displayed in the table 4.5. We comment on the results by splitting the table in two parts: the label "a " denotes the first section of the table, i.e. the tests for $3 \leq N \leq 25$ and "b " denotes the last part of the table, with tests for $N>25$. In the row named "Bet LHD ( $\mathrm{a}, \mathrm{b}$ ) ": "a" and "b" denotes the total number of better (by the comparison of the two versions considered) LHD values in section "a " and "b " respectively for each $k$ value. We notice from the table that for small values of $N$, the SCOE perturbation works slightly better than SPC perturbation based approach except for $k=10$, whereas for large values of $N$ the results are reversed, and the SPC perturbation performs better than SCOE.

Tab. 4.5: Comparison between COE and SPC perturbation move procedures

| N | $k=3$ |  | $k=5$ |  | $k=7$ |  | $k=10$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| a | SCOE | SPC | SCOE | SPC | SCOE | SPC | SCOE | SPC |
| 3 | 6 | 6 | 8 | 8 | 13 | 13 | 19 | 19 |
| 4 | 6 | 6 | 14 | 14 | 21 | 21 | 33 | 33 |
| 5 | 11 | 11 | 24 | 24 | 32 | 32 | 50 | 50 |
| 6 | 14 | 14 | 32 | 32 | 46 | 46 | 67 | 67 |
| 7 | 17 | 17 | 38 | 38 | 60 | 60 | 89 | 90 |
| 8 | 21 | 21 | 50 | 48 | 78 | 77 | 114 | 113 |
| 9 | 22 | 22 | 61 | 59 | 93 | 90 | 141 | 140 |
| 10 | 26 | 27 | 78 | 76 | 108 | 108 | 172 | 170 |
| 11 | 29 | 30 | 79 | 80 | 128 | 125 | 206 | 205 |
| 12 | 33 | 36 | 88 | 88 | 152 | 149 | 234 | 234 |
| 13 | 41 | 41 | 102 | 100 | 179 | 176 | 271 | 266 |
| 14 | 42 | 42 | 114 | 111 | 215 | 206 | 306 | 304 |
| 15 | 48 | 44 | 128 | 127 | 223 | 217 | 343 | 345 |
| 15 | 49 | 49 | 141 | 139 | 241 | 237 | 390 | 391 |
| 17 | 51 | 51 | 154 | 151 | 262 | 261 | 431 | 435 |
| 18 | 54 | 54 | 166 | 165 | 285 | 287 | 482 | 488 |
| 19 | 59 | 56 | 181 | 181 | 315 | 311 | 539 | 525 |
| 20 | 62 | 62 | 198 | 199 | 345 | 340 | 572 | 575 |
| 21 | 66 | 66 | 215 | 211 | 372 | 369 | 630 | 631 |
| 22 | 69 | 70 | 227 | 230 | 406 | 401 | 669 | 674 |
| 23 | 73 | 74 | 246 | 242 | 438 | 437 | 722 | 721 |
| 24 | 77 | 77 | 255 | 254 | 465 | 466 | 785 | 777 |
| 25 | 81 | 84 | 272 | 274 | 497 | 496 | 832 | 831 |
| b |  |  |  |  |  |  |  |  |
| 30 | 101 | 105 | 356 | 353 | 667 | 675 | 1136 | 1150 |
| 35 | 122 | 125 | 454 | 459 | 856 | 862 | 1491 | 1494 |
| 40 | 149 | 146 | 552 | 556 | 1055 | 1080 | 1894 | 1907 |
| 45 | 166 | 174 | 662 | 663 | 1284 | 1311 | 2315 | 2312 |
| 50 | 189 | 200 | 755 | 781 | 1523 | 1540 | 2770 | 2806 |
| 55 | 216 | 224 | 890 | 908 | 1781 | 1802 | 3293 | 3310 |
| 60 | 241 | 254 | 998 | 1017 | 2028 | 2085 | 3778 | 3868 |
| 65 | 266 | 278 | 1123 | 1163 | 2340 | 2363 | 4383 | 4407 |
| 70 | 290 | 307 | 1262 | 1294 | 2637 | 2683 | 4915 | 5022 |
| 75 | 321 | 338 | 1404 | 1427 | 2944 | 2972 | 5644 | 5639 |
| 80 | 344 | 369 | 1548 | 1596 | 3286 | 3326 | 6252 | 6369 |
| 85 | 374 | 393 | 1679 | 1723 | 3588 | 3639 | 6945 | 7027 |
| 90 | 394 | 420 | 1837 | 1908 | 3934 | 4048 | 7659 | 7782 |
| 95 | 420 | 460 | 1994 | 2067 | 4355 | 4408 | 8450 | 8592 |
| 100 | 454 | 483 | 2173 | 2223 | 4676 | 4770 | 9201 | 9387 |
| $\begin{gathered} \text { Bet LHD } \\ (\mathrm{a}, \mathrm{~b})=(23,15) \end{gathered}$ | $(2,1)$ | $(6,14)$ | (12.1) | (4,14) | $(15,0)$ | (2,15) | (10,2) | $(10,13)$ |
| $\begin{gathered} \text { Tot. Time } \\ (\mathrm{hrs}) \end{gathered}$ | 1.25 | 0.90 | \%. 49 | 2.78 | 2.55 | 5.26 | 17.92 | 13.03 |

Also SPC seems to be relatively cheaper than SCOE. How can this behavior be explained? If we recall the details of the two perturbation techniques (see section 3.2 , we can notice that SCOE perturbs more than one point but only by a single factor. On the other hand SPC perturbs only a pair of points but by more than one factor of that pair.

A possible explanation for these results is the following. We already stressed that the size of the perturbation is crucial in order to get a good exploration of the search space: an excessively small size may prevent the exploration of different local optima, while an excessively large perturbation would simply result in a multistart search. For large instances, the perturbation offered by SCOE may be excessively small, whereas SPC gets larger changes in the current local optimum. On the other hand, on small instances, SPC may give excessively large perturbations, downgrading the performances toward those of a multistart search. It can be that, on larger instances, even SPC is not sufficient and larger perturbations - for example, MPC - should be used.

### 4.3 Impact of Stopping Rule

We have already discussed in Section 3.2 about the stopping condition used in the proposed algorithms. This is driven by a simple integer parameter called MaxNonImp (MNI): how long the perturbation operations (and subsequent local searches) are performed is defined by this parameter.

The role of the MaxNonImp parameter is crucial for the effectiveness of the al-

Tab. 4.6: The average performance of ILS based method for different MaxNonImp value when $k=3$

| N | MNI- | MNI- | MNI- | MNI- | MNI- | MNI- | MNI- | MNI- | MNI- |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | 100 | 500 | 1000 | 2000 | 3000 | 4000 | 6000 | 8000 | 10000 |
| 6 | $\mathbf{1 4}$ | 14 | 14 | 14 | 14 | 14 | 14 | 14 | 14 |
| 8 | $\mathbf{2 0}$ | 20 | 20 | 20 | 20 | 20 | 20 | 20 | 20 |
| 10 | $\mathbf{2 5}$ | 25 | 25 | 25 | 25 | 25 | 25 | 25 | 25 |
| 12 | 32 | $\mathbf{3 3}$ | 33 | 33 | 33 | 33 | 33 | 33 | 33 |
| 14 | $\mathbf{4 0}$ | 40 | 40 | 40 | 40 | 40 | 40 | 40 | 40 |
| 16 | 44 | $\mathbf{4 6}$ | 46 | 46 | 46 | 46 | 46 | 46 | 46 |
| 18 | 52 | $\mathbf{5 3}$ | 53 | 53 | 53 | 53 | 53 | 53 | 53 |
| 20 | 57 | 59 | 61 | 61 | 61 | 61 | 61 | 61 | 61 |
| 22 | 65 | $\mathbf{6 8}$ | 68 | 68 | 68 | 68 | 68 | 68 | 68 |
| 24 | 71 | 74 | $\mathbf{7 5}$ | 75 | 75 | 75 | 75 | 75 | 75 |
| 26 | 80 | 82 | 83 | $\mathbf{8 4}$ | 84 | 84 | 84 | 84 | 84 |
| 28 | 87 | $\mathbf{9 0}$ | 90 | 90 | 90 | 90 | 90 | 90 | 90 |
| 30 | 96 | 98 | $\mathbf{9 9}$ | 99 | 99 | 99 | 99 | 99 | 99 |
| 32 | 103 | 106 | 106 | $\mathbf{1 0 7}$ | 107 | 107 | 107 | 107 | 107 |
| 34 | 111 | 115 | $\mathbf{1 1 7}$ | 117 | 117 | 117 | 117 | 117 | 117 |
| 36 | 118 | 122 | 124 | $\mathbf{1 2 5}$ | 125 | 126 | 126 | 126 | 126 |
| 38 | 126 | 131 | 132 | 134 | 135 | 135 | $\mathbf{1 3 6}$ | 136 | 136 |
| 40 | 135 | 139 | 142 | 142 | 143 | 143 | 143 | $\mathbf{1 4 4}$ | 144 |
| 42 | 141 | 147 | 149 | 150 | 150 | $\mathbf{1 5 2}$ | 152 | 152 | 152 |
| 44 | 153 | 157 | 159 | 160 | 160 | 161 | $\mathbf{1 6 2}$ | 162 | 162 |
| 46 | 159 | 164 | 168 | 170 | 170 | 170 | 172 | $\mathbf{1 7 3}$ | 173 |
| 48 | 167 | 176 | 178 | 179 | 180 | 180 | $\mathbf{1 8 1}$ | 181 | 181 |
| 50 | 178 | 185 | 188 | 190 | 191 | $\mathbf{1 9 2}$ | 192 | 192 | 192 |

gorithms: an excessively small number of perturbations usually results in worse solutions delivered, but an excessively large number of perturbations results in a waste of CPU time. We believe that finding a "perfect" MaxNoImp value is almost impossible, because of the random nature of some components of the algorithm. This is why we would like to find out approximate MaxNonImp values for the proposed ILS algorithm. Since in LHD there are two key parameters number of design points $(N)$ and number of factors $(k)$ - we want to investigate the impact of $N$ and $k$ on the most appropriate value of the MaxNonImp parameter. For this purpose we performed the experiments reported below. For all the experiments described in this section, we have the following parameter setting: Acceptance rule $=$ Best Improve(BI), LocalSearch $=$ RP; Perturbation Technique $=$ SCOE and MaxNonImp $=1000$.

### 4.3.1 Impact of $N$ on MaxNonImp

In order to investigate the impact of $N$, we consider the LHDs with $k=3,5,7,10$ and $N=2 i: i=1,2, \ldots, 25$. We set MaxNonImp $=10,000$ as a stopping condition and number of runs $R=10$. For each run with MaxNonImp $=10,000$, we also store (during the same run) the best results that would be obtained if MaxNonImp $=100,1000,2500,2500,5000,8000$, and 10,000 as well.

At first we report the maximin LHDs in Tables 4.6-4.9 for all the tested

Tab. 4.7: The average performance of ILS based method for different MaxNonImp

| Nalue when $k=5$ |  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | MNI- | MNI- | MNI- | MNI- | MNI- | MNI- | MNI- | MNI- | MNI- |
|  | 100 | 500 | 1000 | 2000 | 3000 | 4000 | 6000 | 8000 | 10000 |
| 6 | $\mathbf{3 2}$ | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 |
| 8 | $\mathbf{4 8}$ | 48 | 48 | 48 | 48 | 48 | 48 | 48 | 48 |
| 10 | 73 | $\mathbf{7 6}$ | 76 | 76 | 76 | 76 | 76 | 76 | 76 |
| 12 | 87 | $\mathbf{8 8}$ | 88 | 88 | 88 | 88 | 88 | 88 | 88 |
| 14 | 108 | 110 | 110 | $\mathbf{1 1 1}$ | 111 | 111 | 111 | 111 | 111 |
| 16 | 133 | $\mathbf{1 3 5}$ | 135 | 135 | 135 | 135 | 135 | 135 | 135 |
| 18 | 158 | 163 | 164 | 164 | $\mathbf{1 6 5}$ | 165 | 165 | 165 | 165 |
| 20 | 185 | 189 | $\mathbf{1 9 1}$ | 191 | 191 | 191 | 191 | 191 | 191 |
| 22 | 213 | 217 | 219 | $\mathbf{2 2 1}$ | 221 | 221 | 221 | 221 | 221 |
| 24 | 241 | 248 | 249 | 250 | $\mathbf{2 5 1}$ | 251 | 251 | 251 | 251 |
| 26 | 270 | 278 | 280 | 280 | 282 | $\mathbf{2 8 3}$ | 283 | 283 | 283 |
| 28 | 297 | 307 | 310 | 312 | $\mathbf{3 1 4}$ | 314 | 314 | 314 | 314 |
| 30 | 331 | 343 | 349 | 350 | 350 | $\mathbf{3 5 1}$ | 351 | 351 | 351 |
| 32 | 366 | 377 | 379 | 382 | 383 | 383 | 383 | $\mathbf{3 8 5}$ | 385 |
| 34 | 402 | 412 | 418 | 423 | 424 | 424 | 425 | $\mathbf{4 2 6}$ | 426 |
| 36 | 441 | 452 | 457 | 461 | 464 | 465 | 465 | 465 | 465 |
| 38 | 469 | 490 | 494 | 500 | 501 | 502 | $\mathbf{5 0 3}$ | 503 | 503 |
| 40 | 514 | 531 | 534 | 538 | 541 | 542 | 546 | 546 | $\mathbf{5 4 7}$ |
| 42 | 553 | 564 | 568 | 578 | 582 | 586 | 587 | $\mathbf{5 8 9}$ | 589 |
| 44 | 593 | 607 | 613 | 618 | 619 | 621 | 622 | $\mathbf{6 2 3}$ | 623 |
| 46 | 631 | 656 | 663 | 670 | 670 | 672 | 673 | 675 | $\mathbf{6 7 6}$ |
| 48 | 672 | 699 | 707 | 714 | 714 | 716 | 718 | 720 | $\mathbf{7 2 2}$ |
| 50 | 713 | 741 | 749 | 753 | 755 | 758 | 761 | 763 | $\mathbf{7 6 5}$ |

Tab. 4.8: The average performance of ILS based method for different MaxNonImp value when $k=7$

| N | MNI- | MNI- | MNI- | MNI- | MNI- | MNI- | MNI- | MNI- | MNI- |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | 100 | 500 | 1000 | 2000 | 3000 | 4000 | 6000 | 8000 | 10000 |
| 6 | 45 | $\mathbf{4 6}$ | 46 | 46 | 46 | 46 | 46 | 46 | 46 |
| 8 | 76 | $\mathbf{7 7}$ | 77 | 77 | 77 | 77 | 77 | 77 | 77 |
| 10 | 106 | 107 | $\mathbf{1 0 8}$ | 108 | 108 | 108 | 108 | 108 | 108 |
| 12 | 146 | 147 | $\mathbf{1 4 8}$ | 148 | 148 | 148 | 148 | 148 | 148 |
| 14 | 188 | $\mathbf{1 9 9}$ | 199 | 199 | 199 | 199 | 199 | 199 | 199 |
| 16 | 230 | 234 | 235 | 235 | $\mathbf{2 3 6}$ | 236 | 236 | 236 | 236 |
| 18 | 278 | 282 | 283 | 283 | $\mathbf{2 8 4}$ | 284 | 284 | 284 | 284 |
| 20 | 329 | 334 | 337 | 337 | 337 | 337 | 337 | 337 | 337 |
| 22 | 385 | 393 | 398 | 398 | 399 | $\mathbf{4 0 0}$ | 400 | 400 | 400 |
| 24 | 443 | 452 | 454 | 454 | $\mathbf{4 5 6}$ | 456 | 456 | 456 | 456 |
| 26 | 505 | 514 | 517 | 517 | 523 | $\mathbf{5 2 4}$ | 524 | 524 | 524 |
| 28 | 566 | 575 | 582 | 582 | $\mathbf{5 8 9}$ | 589 | 589 | 589 | 589 |
| 30 | 641 | 655 | 659 | 659 | 661 | 662 | 662 | $\mathbf{6 6 4}$ | 664 |
| 32 | 706 | 723 | 726 | 726 | 734 | $\mathbf{7 3 5}$ | 735 | 735 | 735 |
| 34 | 780 | 805 | 808 | 808 | 813 | 813 | 814 | $\mathbf{8 1 5}$ | 815 |
| 36 | 856 | 878 | 891 | 891 | 903 | 905 | $\mathbf{9 0 6}$ | 906 | 906 |
| 38 | 924 | 947 | 955 | 955 | 966 | 971 | $\mathbf{9 7 2}$ | 972 | 972 |
| 40 | 1017 | 1035 | 1045 | 1045 | 1055 | 1056 | 1058 | 1061 | 1061 |
| 42 | 1091 | 1111 | 1119 | 1119 | 1141 | 1141 | 1143 | 1144 | $\mathbf{1 1 4 6}$ |
| 44 | 1175 | 1205 | 1207 | 1207 | 1225 | 1229 | 1230 | 1230 | $\mathbf{1 2 3 1}$ |
| 46 | 1263 | 1295 | 1304 | 1304 | 1323 | 1326 | 1327 | 1328 | 1331 |
| 48 | 1359 | 1403 | 1418 | 1418 | 1430 | 1432 | 1441 | 1444 | $\mathbf{1 4 4 6}$ |
| 50 | 1447 | 1489 | 1497 | 1497 | 1512 | 1519 | 1522 | 1522 | $\mathbf{1 5 2 3}$ |

Tab. 4.9: The average performance of ILS based method for different MaxNonImp

| N | MNI- when $k=10$ |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | 100 | 500 | MNI- | MNI- | MNI- | MNI- | MNI- | MNI- | MNI- |
| MNI- |  |  |  |  |  |  |  |  |  |
| 6 | 66 | $\mathbf{6 7}$ | 67 | 67 | 67 | 67 | 67 | 67 | 67 |
| 8 | 112 | $\mathbf{1 1 3}$ | 113 | 113 | 113 | 113 | 113 | 113 | 113 |
| 10 | 168 | 170 | 170 | $\mathbf{1 7 1}$ | 171 | 171 | 171 | 171 | 171 |
| 12 | 230 | 232 | 232 | $\mathbf{2 3 3}$ | 233 | 233 | 233 | 233 | 233 |
| 14 | 296 | 299 | $\mathbf{3 0 2}$ | 302 | 302 | 302 | 302 | 302 | 302 |
| 16 | 374 | 375 | 381 | 382 | 383 | 383 | $\mathbf{3 8 4}$ | 384 | 384 |
| 18 | 461 | 464 | 466 | $\mathbf{4 7 0}$ | 470 | 470 | 470 | 470 | 470 |
| 20 | 547 | 554 | 559 | 560 | $\mathbf{5 6 1}$ | 561 | 561 | 561 | 561 |
| 22 | 648 | 656 | 666 | 669 | 669 | 669 | $\mathbf{6 7 0}$ | 670 | 670 |
| 24 | 749 | 757 | 766 | 773 | 775 | $\mathbf{7 7 6}$ | 776 | 776 | 776 |
| 26 | 856 | 868 | 882 | 883 | 883 | 884 | $\mathbf{8 8 5}$ | 885 | 885 |
| 28 | 973 | 982 | 1000 | 1005 | 1006 | 1006 | 1008 | 1008 | $\mathbf{1 0 1 0}$ |
| 30 | 1105 | 1114 | 1126 | 1131 | 1133 | 1136 | 1136 | 1136 | $\mathbf{1 1 3 7}$ |
| 32 | 1230 | 1243 | 1261 | 1263 | 1266 | 1267 | $\mathbf{1 2 7 0}$ | 1270 | 1270 |
| 34 | 1365 | 1383 | 1400 | 1407 | 1409 | 1414 | 1415 | 1415 | $\mathbf{1 4 1 6}$ |
| 36 | 1515 | 1530 | 1555 | 1562 | 1564 | 1567 | 1570 | $\mathbf{1 5 7 3}$ | 1573 |
| 38 | 1656 | 1672 | 1706 | 1711 | 1716 | 1717 | 1718 | $\mathbf{1 7 2 0}$ | 1720 |
| 40 | 1802 | 1826 | 1858 | 1862 | 1865 | 1871 | 1877 | 1879 | $\mathbf{1 8 8 0}$ |
| 42 | 1965 | 1993 | 2026 | 2033 | 2039 | 2041 | $\mathbf{2 0 4 5}$ | 2045 | 2045 |
| 44 | 2127 | 2160 | 2191 | 2205 | 2209 | 2211 | 2214 | $\mathbf{2 2 1 5}$ | 2215 |
| 46 | 2292 | 2314 | 2363 | 2378 | 2388 | 2391 | 2391 | 2398 | $\mathbf{2 4 0 5}$ |
| 48 | 2475 | 2512 | 2552 | 2556 | 2569 | 2573 | 2580 | $\mathbf{2 5 9 1}$ | 2591 |
| 50 | 2659 | 2674 | 2738 | 2756 | 2768 | 2768 | 2773 | 2781 | $\mathbf{2 7 8 2}$ |

MaxNonImp values. Note that we reported the average (integer-rounded) results rather than best maximin LHDs in the tables. We observe that though for small values of $N$ MaxNonImp $=100,500$ are usually sufficient to obtain the best LHD, these are excessively small values for higher $N$ values, for all $k$. We also observe that for small values of $k$, MaxNonImp $=1000$ is more or less able to obtain the best LHD when $N \leq 25$. But when $N>25$, improvements are still possible by taking larger MaxNonImp values. Quite expectedly, on average, the suitable MaxNonImp value is increasing with $N$ for all $k$ values.

Figure 4.9 displays the experimental results. In the figure, we plot the $N$


Fig. 4.9: Impact of $N$ on MaxNonImp Parameter for $\operatorname{Mm}\left(D_{1}, J_{1}\right)$
values on x-axis, versus the "Best-Average" MaxNonImp values ( $y$-axis) for each $k$ value. By the "Best-Average" MaxNonImp, we mean the minimum value of MaxNonImp for which the algorithm obtained the best average maximin distance ( Mm ) value over 20 runs.

We observe from the figure that the trends of the smoothed curves are quasi-linear for the $k$ values considered. In particular, for $k=3$, the trend of MaxNonImp is increasing slowly for small values of $N$ and then it is increas-
ing a bit more rapidly. Again for $k=10$, we observe that the rate of change MaxNonImp is decreasing for large value of $N$. For these large problems, we conjecture that the phenomenon happens because an even larger MaxNonImp would be needed. We also observe that, on average, the slope of the curves are more or less similar, and linear, for all $k, 20<N<45$. We can conjecture the existence of a linear relationship relating the suitable MaxNonImp to the $N$ value.

### 4.3.2 Impact of Dimension on MaxNonImp

For investigating the impact of $k$ on the MaxNonImp parameter, we consider the LHDs: $N=10,20,30,40$ with all $k=3,4, \ldots, 40$. We set MaxNonImp= 10,000 as a stopping condition. For each run with $\operatorname{MaxNonImp}=10,000$, we store (during the run) the best results for $\operatorname{MaxNonImp}=100,1000,2500,2500,5000$, 8000 , and 10,000 . We considered the average results as usual.


Fig. 4.10: Impact of $k$ on MaxNonImp parameter for $\operatorname{Mm}\left(D_{1}, J_{1}\right)$
The experimental results are displayed in the Figure 4.10. We observe that when $k$ is small - $k<11-$ the value of MaxNonImp increases in a roughly logarithmic way with respect to $k$ for $N=10$ For $N=20,30$, the trend is cleaner and, again, somewhat logarithmic. But for $N=40$ the observed values seem to saturate to MaxNonImp $=10000$ for $k>15$, which implies that a larger MaxNonImp would be probably needed.

### 4.4 Empirical formula for MaxNonImp

Up to now we have observed (in Section 4.3) that the (best observed) MaxNonImp increases in a quasi-linear fashion with respect to $N$ and increases roughly in a logarithmic fashion with $k$. It is also apparent that a constant MaxNonImp value is not a good strategy for obtaining good maximin LHDs for all $N$ and $k$ values. On the other hand, though a large MaxNonImp value, namely MaxNonImp $=10000$, is able to obtain better LHDs, of course it is computationally costly. So, now we want to devise an empirical formula (EF) for computing a suitable MaxNonImp value for the given $N$ and $k$. In what follows we denote the MaxNonImp value produced by EF as MNI-EF.


Fig. 4.11: The trend of (a) AA0 MaxNonImp w.r.t. $N$
We first consider the experiments performed in Section 4.3. We observe in those experiments that sometimes within a large range of MaxNonImp values the average maximin LHDs are unchanged and the change of maximin LHDs value with respect to changes of the MaxNonImp value is small. By considering these circumstances, we display the approximate average optimal (AAO) MaxNonImp
value with respect to $N$ in Figure 4.11. We define the AAO MaxNonImp value as the MaxNonImp value at which a result within a given small percentage of the best one (obviously reached for MaxNonImp $=10000$ ) is obtained. In particular, we fixed the percentages $0.4,0.3,0.2$ and $0.1 \%$ respectively for $k=3,5,7,10$. Just to make the definition clearer, let us consider the following example. For $k=10$ assume that the best obtained result for MaxNonImp $=10000$ is 1535. Then, the AAO MaxNonImp value is the first MaxNonImp value at which a result at least equal to $\lfloor 1535-0.001 * 1535\rfloor=1533$ is reached. Basically, the idea is to consider MaxNonImp values which do not necessarily deliver the best results but for which a further increase of the MaxNonImp value would only slightly improve (at a greater computational cost) the final results.

We notice that the trends are polynomially increasing with respect to $N$ for all $k$ considered. As we also know by the experiments in section 4.3 that there is a logarithmic impact of MaxNonImp on $k$, we may first assume the empirical formula is of the following form:

$$
\begin{equation*}
\operatorname{MaxNonImp}=c \times(\log k)^{m} \times N^{n}+d \tag{4.1}
\end{equation*}
$$

where $c, d, m$ and $n$ are constant, $N$ and $k$ correspond to number of design points and number of factors respectively. In order to find out the approximate value of $n$ in equation (4.1), we approximately fit the data for each $k=3,5,7,10$ as shown in Figure 4.11 (the smooth red lines). We notice that the range of $n$ is $1.70<n<2.05$.

To validate the empirical formula (4.1), we first made some primary experiments and then fixed up the values of $a=0.7, b=50, p=1.90$ and $q=1.3$ for equation (4.1):

$$
\begin{equation*}
\text { MaxNonImp }=0.70 \times(\log k)^{1.3} \times N^{1.90}+50 \tag{4.2}
\end{equation*}
$$

Figure 4.12 plots the curves of MaxNonImp values generated by formula (4.2) for the same set of problems considered in Figure 4.11: we observe that the two sets of curves are quite similar.

### 4.4.1 Performance of the empirical formula

In order to investigate the performance of the empirical formula (4.2) we consider LHDs with $k=3,5,7,10$ and $N=2 i: i=3,4, \cdots, 25$. We configured the ILS to use RP local moves with FI local search and SCOE perturbation, and MaxNonImp=10000. $\operatorname{Opt}\left(D_{1}, J_{1}\right)$ is the optimality criterion for all the dimensions and the points. We performed $R=20$ runs. During the runs we collected the intermediate best LHDs for

- $\operatorname{MaxNonImp}=1000$,
- the MaxNonImp value computed by the empirical formula (labeled MNIEF in the tables), and
- $\operatorname{MaxNonImp=10000.~}$

We only report the data collected in the experiments with $k=5$ (displayed in Figure 4.13 and Table 4.10) since those for other $k$ values lead to quite similar

Tab. 4.10: The performance of ILS based method for different MaxNonImp values

|  | average LHD |  |  | (Opt. LHD, no. of success) |  |  | MNI-EF |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| N | $\begin{aligned} & \text { MNI- } \\ & 1000 \end{aligned}$ | $\begin{aligned} & \hline \text { MNI- } \\ & 10000 \end{aligned}$ | $\begin{aligned} & \text { MNI- } \\ & \text { EF } \end{aligned}$ | $\begin{aligned} & \text { MNI- } \\ & 1000 \end{aligned}$ | $\begin{aligned} & \text { MNI- } \\ & 10000 \end{aligned}$ | $\begin{aligned} & \text { MNI- } \\ & \text { EF } \end{aligned}$ | parameter <br> value |
| 6 | 32 | 32 | 32 | [32,19] | [32,19] | [32,19] | 233 |
| 8 | 48 | 48 | 48 | [ 50,1 ] | [50,1] | [50,1] | 294 |
| 10 | 76 | 76 | 76 | [82,1] | [82,1] | [82,1] | 371 |
| 12 | 88 | 88 | 88 | [90,2] | [90,2] | [90,2] | 462 |
| 14 | 110 | 111 | 110 | [114,2] | [114,2] | [114,2] | 569 |
| 16 | 136 | 136 | 136 | [139,4] | [139,4] | [139,4] | 690 |
| 18 | 163 | 164 | 163 | [168,1] | [168,1] | [168,1] | 825 |
| 20 | 191 | 192 | 191 | [198,1] | [199,1] | [198,1] | 975 |
| 22 | 220 | 222 | 221 | [229,1] | [235,1] | [229,1] | 1139 |
| 24 | 247 | 250 | 247 | [255,1] | [257,2] | [255,1] | 1317 |
| 26 | 279 | 282 | 280 | [288,1] | [288,2] | [288,1] | 1508 |
| 28 | 311 | 314 | 313 | [324,1] | [324,2] | [324,1] | 1714 |
| 30 | 348 | 352 | 350 | [358,1] | [363,1] | [363,1] | 1933 |
| 32 | 381 | 386 | 385 | [394,2] | [402,1] | [402,1] | 2166 |
| 34 | 415 | 425 | 421 | [434,1] | [439,2] | [437,1] | 2412 |
| 36 | 457 | 466 | 464 | [473,1] | [478,1] | [476,1] | 2671 |
| 38 | 495 | 505 | 501 | [512,1] | [526,2] | [526,1] | 2944 |
| 40 | 535 | 547 | 541 | [549,1] | [564,1] | [554,2] | 3230 |
| 42 | 576 | 591 | 587 | [602,1] | [606,1] | [602,2] | 3530 |
| 44 | 613 | 628 | 627 | [638,1] | [652,1] | [652,1] | 3842 |
| 46 | 658 | 673 | 671 | [676,2] | [696,1] | [690,1] | 4167 |
| 48 | 707 | 723 | 719 | [721,2] | [738,1] | [738,1] | 4506 |
| 50 | 748 | 761 | 759 | [768,1] | [781,1] | [781,1] | 4857 |



Fig. 4.12: The trend of AA0 MaxNonImp w.r.t. $N$
conclusions. From Figure 4.13 as well as from Table 4.10, we make two observations. The first one is that when $N$ is relatively small like $N \leq 25$ then the performance of the algorithm shows no significant difference among the three considered MaxNonImp values, for any $k$ values. But when the value of $N$ is large then the algorithm with MNI-EF provides almost always better results compared to the case MaxNonImp=1000. The second observation is that although algorithm with MaxNonImp $=10,000$ provides better results with respect to that of the algorithm with MaxNonImp=MNI-EF for large values of $N$, the loss of performance for the MaxNonImp=MNI-EF case is quite limited, while the computational saving is considerable (see Table 4.11).

Now we would like to investigate the computational cost of the above performed experiments. The run times of the experiments are reported in Table 4.11 performed on a machine with a AMD Opteron 1 GHz processor and 4 GB RAM.

As expected, the computational cost of the algorithm with MaxNonImp=MNIEF is slightly superior with respect to the one with MNI-1000 (the cost for the former is at most twice that of the latter for $k=10$ ), whereas the computational


Fig. 4.13: The absolute improvement of MNI-EF and MNI-10000 w.r.t MNI-1000 based approach

Tab. 4.11: Total elapsed time for different MaxNonImp values for the ILS approach with the $\operatorname{Opt}\left(D_{1}, J_{1}\right)$ optimality criterion (time is in hours)

| k | MNI-10000 | MNI-EF | MNI-1000 |
| :--- | :--- | :--- | :--- |
| 3 | 5.6 | 1.1 | 0.8 |
| 5 | 20.0 | 5.7 | 3.9 |
| 7 | 28.9 | 9.9 | 6.1 |
| 10 | 56.2 | 19.4 | 9.8 |
| Total T. | 110.7 | 36.1 | 20.6 |

cost of the algorithm with MNI-10000 is significantly larger (up to six-seven times larger) than that of the algorithm with MNI-1000.

Given that the gain in the quality with MNI-10000 with respect to MNIEF is not particularly significative, from these experiments we may claim that the MaxNonImp value produced by formula (4.2) is a quite good compromise between quality of the result and computational cost.

### 4.5 Comparison of ILS with the existing literature

Now we will compare our results with those in the existing literature. A large number of works about LHDs is available in literature but few of them consider maximin LHDs, because the concept of maximin LHD is relatively new. The works on maximin LHDs study general LHDs as well as special types of LHDs like orthogonal LHD, symmetric LHD and so on. For the comparison, here we consider general LHDs; in particular, we compare our results with those reported for the Simulated Annealing (SA) approach in [178] (labeled SA.M in the following) and those of the Periodic Design (PD) and another Simulated Annealing in what follows denotes as (SA) approach presented in the recent paper [117] (also available at the web site http://www.spacefillingdesigns.nl).

For ILS, we set RP local moves with BI acceptance rule in local search, SPC

Tab. 4.12: The setting of number of runs for the ILS approach

| $k$ | N | R |
| :--- | :--- | :--- |
| $3-10$ | $2-25$ | 500 |
| $3-10$ | $26-50$ | 100 |
| $3,4,5$ | $51-100$ | 50 |
| $6-10$ | $51-100$ | 10 |

perturbation and MaxNonImp $=1000$. We also consider the $\operatorname{Opt}\left(D_{1}, J_{1}\right)$ optimality criterion. In what follows the approach will be simply denoted as $\operatorname{ILS}\left(D_{1}\right)$. For what concerns the number of runs for each LHD, we consider the settings given in Table 4.12.

We report the best maximin squared distance for $N$ up to 100 and $k$ ranging from 3 to 10 in Table 4.13.

At first we compare our results with PD and SA reported in Table 4.13. We observe in the table that $\operatorname{ILS}\left(D_{1}\right)$ is always at least as good as the SA approach presented in [117] and it is interesting to note that the algorithm got improvements already at low values of $N$ and the improvements tend to become very large as the dimension $k$ increases. Another observation from the table is that $\operatorname{ILS}\left(D_{1}\right)$ is also often (much) better than PD but it is dominated for $N>33, k=3$ and $N>95, k=4$. This is similar to what observed in [117]. In [117] it has been observed that there is a critical number of points above which PD tends to outperform SA. Such critical number quickly increases with the dimension $k$ and, e.g., for $k \geq 6$ such value is certainly above $N=100$ (note that in [117] results of PD for $k \geq 8$ are not even reported because they are clearly inferior to those of SA for $\bar{N}$ up to 100). We also remark that $\operatorname{ILS}\left(D_{1}\right)$ allows to increase the critical value where PD becomes better than ILS, but for $N$ large enough also $\operatorname{ILS}\left(D_{1}\right)$ gets dominated by PD for small $k$ values.

Although the quality of the results obtained by ILS appears to be quite good, it is important to see whether such results have only been obtained by brute force, i.e., at the cost of a very large computational effort. As computational cost is one of the important issue for the heuristic approaches, we report the computational cost of the above experiments in Table 4.14. The computational cost of PD and SA from [117] is also incorporated in the table. Even taking into account that our CPU is faster than the one of [117], our ILS algorithm is remarkably computationally cheaper. All the batch of tests ran within a week where as Husslage et. al [117] needed more than 4 months to get the results in Table 4.13 for their SA approach.

Now we will compare the results of $\operatorname{ILS}\left(D_{1}\right)$ as reported in Table 4.13 with SA_M given in [178]. Note that in [178] only a limited number of such results is available ${ }^{1}$. The comparison is displayed in Table 4.15. Also note that the value

[^0]Tab. 4.13: Comparison between PD, SA and ILS $\left(D_{1}\right)$


| N | $k=7$ |  |  | $k=8$ |  | $k=9$ |  | $k=10$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | PD | SA | ILS | SA | ILS | SA | ILS | SA | ILS |
| 2 | 7 | 7 | 7 | 8 | 8 | 9 | 9 | 10 | 10 |
| 3 | 7 | 13 | 13 | 14 | 14 | 18 | 18 | 19 | 19 |
| 4 | 16 | 21 | 21 | 26 | 26 | 28 | 28 | 33 | 33 |
| 5 | 16 | 32 | 32 | 40 | 40 | 43 | 43 | 50 | 50 |
| 6 | 29 | 47 | 47 | 54 | 54 | 61 | 61 | 68 | 68 |
| 7 | 31 | 61 | 61 | 70 | 71 | 80 | 81 | 89 | 90 |
| 8 | 46 | 79 | 80 | 91 | 91 | 101 | 102 | 114 | 114 |
| 9 | 47 | 93 | 93 | 112 | 113 | 126 | 128 | 141 | 143 |
| 10 | 68 | 110 | 111 | 130 | 132 | 154 | 157 | 172 | 174 |
| 11 | 69 | 128 | 131 | 152 | 154 | 178 | 180 | 206 | 209 |
| 12 | 95 | 150 | 154 | 176 | 181 | 204 | 208 | 235 | 238 |
| 13 | 95 | 174 | 181 | 202 | 209 | 232 | 240 | 267 | 272 |
| 14 | 119 | 204 | 215 | 228 | 240 | 265 | 275 | 298 | 309 |
| 15 | 129 | 211 | 223 | 257 | 276 | 296 | 313 | 337 | 351 |
| 16 | 155 | 238 | 244 | 286 | 320 | 330 | 354 | 378 | 397 |
| 17 | 161 | 256 | 267 | 312 | 330 | 367 | 404 | 415 | 445 |
| 18 | 186 | 281 | 293 | 344 | 360 | 398 | 447 | 458 | 496 |
| 19 | 195 | 305 | 320 | 370 | 389 | 438 | 470 | 498 | 545 |
| 20 | 226 | 332 | 348 | 403 | 424 | 472 | 505 | 542 | 607 |
| 21 | 236 | 361 | 379 | 438 | 460 | 517 | 845 | 592 | 640 |
| 22 | 270 | 384 | 408 | 467 | 498 | 555 | 587 | 643 | 687 |
| 23 | 273 | 410 | 444 | 501 | 538 | 596 | 635 | 685 | 733 |
| 24 | 308 | 444 | 473 | 538 | 576 | 639 | 680 | 739 | 791 |
| 25 | 350 | 467 | 508 | 583 | 615 | 688 | 732 | 792 | 847 |
| 26 | 365 | 499 | 535 | 612 | 654 | 726 | 773 | 854 | 899 |
| 27 | 382 | 526 | 869 | 648 | 889 | 780 | 828 | 896 | 965 |
| 28 | 406 | 561 | 609 | 693 | 743 | 826 | 879 | 953 | 1021 |
| 29 | 417 | 593 | 641 | 733 | 797 | 876 | 942 | 1015 | 1090 |
| 30 | 458 | 620 | 681 | 787 | 838 | 925 | 1000 | 1086 | 1152 |
| 31 | 482 | 657 | 714 | 812 | 888 | 976 | 1055 | 1138 | 1227 |
| 32 | 518 | 695 | 757 | 866 | 932 | 1026 | 1116 | 1194 | 1287 |
| 33 | 537 | 723 | 792 | 900 | 985 | 1084 | 1179 | 1253 | 1357 |
| 34 | 561 | 751 | 828 | 945 | 1033 | 1135 | 1237 | 1329 | 1437 |
| 35 | 586 | 811 | 870 | 1002 | 1081 | 1190 | 1297 | 1398 | 1516 |
| 36 | 636 | 831 | 919 | 1042 | 1135 | 1257 | 1359 | 1459 | 1584 |
| 37 | 668 | 863 | 955 | 1079 | 1201 | 1300 | 1424 | 1516 | 1666 |
| 38 | 709 | 923 | 1002 | 1127 | 1243 | 1367 | 1487 | 1597 | 1739 |
| 39 | 726 | 938 | 1043 | 1192 | 1299 | 1434 | 1589 | 1665 | 1834 |
| 40 | 786 | 970 | 1092 | 1224 | 1382 | 1489 | 1631 | 1742 | 1896 |
| 41 | 802 | 1016 | 1133 | 1271 | 1421 | 1562 | 1707 | 1820 | 1994 |
| 42 | 903 | 1064 | 1175 | 1333 | 1478 | 1639 | 1773 | 1920 | 2074 |
| 43 | 903 | 1112 | 1219 | 1377 | 1536 | 1683 | 1857 | 1973 | 2178 |
| 44 | 903 | 1140 | 1288 | 1463 | 1589 | 1752 | 1922 | 2072 | 2249 |
| 45 | 926 | 1192 | 1319 | 1480 | 1653 | 1820 | 1997 | 2130 | 2336 |
| 46 | 985 | 1243 | 1364 | 1548 | 1722 | 1906 | 2061 | 2208 | 2433 |
| 47 | 985 | 1268 | 1418 | 1616 | 1775 | 1958 | 2161 | 2331 | 2534 |
| 48 | 1054 | 1325 | 1451 | 1658 | 1846 | 2017 | 2239 | 2387 | 2617 |
| 49 | 1074 | 1356 | 1515 | 1729 | 1920 | 2103 | 2299 | 2470 | 2719 |
| 50 | 1113 | 1397 | 1549 | 1772 | 1885 | 2179 | 2404 | 2556 | 2808 |
| 51 | 1161 | 1450 | 1590 | 1855 | 2029 | 2243 | 2440 | 2639 | 2908 |
| 52 | 1231 | 1486 | 1643 | 1888 | 2105 | 2325 | 2547 | 2745 | 2996 |
| 53 | 1241 | 1537 | 1700 | 1949 | 2182 | 2429 | 2817 | 2825 | 3079 |
| 54 | 1288 | 1577 | 1751 | 2006 | 2217 | 2473 | 2699 | 2892 | 3168 |
| 55 | 1325 | 1639 | 1800 | 2084 | 2298 | 2570 | 2787 | 3054 | 3274 |
| 56 | 1358 | 1701 | 1849 | 2162 | 2368 | 2623 | 2913 | 3100 | 3407 |
| 57 | 1479 | 1721 | 1907 | 2194 | 2421 | 2704 | 2966 | 3215 | 3530 |
| 58 | 1479 | 1795 | 1983 | 2258 | 2487 | 2796 | 3058 | 3305 | 3631 |
| 59 | 1509 | 1821 | 2028 | 2356 | 2584 | 2881 | 3134 | 3399 | 3700 |
| 60 | 1577 | 1899 | 2070 | 2393 | 2886 | 2939 | 3240 | 3500 | 3816 |
| 61 | 1615 | 1928 | 2129 | 2488 | 2728 | 3021 | 3349 | 3588 | 3916 |
| 62 | 1680 | 2023 | 2182 | 2541 | 2813 | 3132 | 3432 | 3700 | 4069 |
| 63 | 1680 | 2035 | 2249 | 2607 | 2925 | 3215 | 3538 | 3767 | 4183 |
| 64 | 1769 | 2093 | 2330 | 2734 | 2954 | 3292 | 3835 | 3955 | 4264 |
| 65 | 1786 | 2132 | 2364 | 2723 | 3059 | 3357 | 3718 | 4034 | 4410 |
| 66 | 1857 | 2180 | 2434 | 2841 | 3125 | 3474 | 3838 | 4143 | 4543 |
| 67 | 1868 | 2238 | 2503 | 2868 | 3198 | 3543 | 3904 | 4224 | 4670 |
| 68 | 1940 | 2295 | 2581 | 2956 | 3268 | 3647 | 4031 | 4360 | 4756 |
| 69 | 1965 | 2351 | 2805 | 3075 | 3355 | 3716 | 4124 | 4455 | 4913 |
| 70 | 2130 | 2417 | 2672 | 3130 | 3450 | 3841 | 4230 | 4539 | 5037 |
| 71 | 2130 | 2451 | 2732 | 3161 | 3531 | 3936 | 4366 | 4689 | 5153 |
| 72 | 2177 | 2503 | 2798 | 3220 | 3820 | 4027 | 4417 | 4812 | 5250 |
| 73 | 2206 | 2598 | 2858 | 3305 | 3709 | 4134 | 4533 | 4873 | 5389 |
| 74 | 2244 | 2614 | 2909 | 3432 | 3807 | 4224 | 4658 | 5038 | 5521 |
| 75 | 2295 | 2703 | 2984 | 3513 | 3863 | 4298 | 4751 | 5171 | 5595 |
| 76 | 2375 | 2756 | 3085 | 3559 | 3972 | 4395 | 4890 | 5254 | 5805 |
| 77 | 2403 | 2819 | 3134 | 3617 | 4044 | 4492 | 4889 | 5399 | 5932 |
| 78 | 2505 | 2870 | 3184 | 3684 | 4116 | 4577 | 5103 | 5489 | 6040 |
| 79 | 2525 | 2950 | 3242 | 3775 | 4215 | 4705 | 5170 | 5633 | 6192 |
| 80 | 2590 | 2979 | 3324 | 3877 | 4280 | 4807 | 5283 | 5773 | 6361 |
| 81 | 2642 | 3086 | 3397 | 4001 | 4413 | 4888 | 5484 | 5901 | 6460 |
| 82 | 2753 | 3118 | 3477 | 3998 | 4498 | 5030 | 5519 | 6013 | 6626 |
| 83 | 2767 | 3195 | 3534 | 4076 | 4558 | 5102 | 5672 | 6097 | 6747 |
| 84 | 2838 | 3227 | 3598 | 4183 | 4685 | 5222 | 5780 | 6273 | 6832 |
| 85 | 2874 | 3299 | 3648 | 4324 | 4794 | 5340 | 5917 | 6397 | 7090 |
| 86 | 3103 | 3335 | 3824 | 4397 | 4889 | 5423 | 6038 | 6491 | 7189 |
| 87 | 3103 | 3450 | 3852 | 4474 | 4822 | 5538 | 6109 | 6822 | 7318 |
| 88 | 3183 | 3500 | 3872 | 4524 | 5078 | 5667 | 6257 | 6803 | 7447 |
| 89 | 3183 | 3541 | 3940 | 4578 | 5140 | 5774 | 6361 | 6872 | 7668 |
| 90 | 3190 | 3661 | 4015 | 4699 | 5215 | 5832 | 6449 | 7040 | 7753 |
| 91 | 3234 | 3677 | 4149 | 4850 | 5325 | 5969 | 6677 | 7163 | 7973 |
| 92 | 3277 | 3760 | 4228 | 4873 | 5404 | 6081 | 6741 | 7286 | 8128 |
| 93 | 3361 | 3811 | 4244 | 4984 | 5527 | 6231 | 6889 | 7488 | 8188 |
| 94 | 3474 | 3888 | 4329 | 5067 | 5815 | 6329 | 6971 | 7536 | 8358 |
| 95 | 3531 | 3940 | 4408 | 5154 | 5754 | 6396 | 7137 | 7741 | 8523 |
| 96 | 3639 | 4070 | 4463 | 5220 | 5871 | 6516 | 7266 | 7777 | 8605 |
| 97 | 3639 | 4069 | 4592 | 5316 | 5945 | 6649 | 7386 | 8038 | 8779 |
| 98 | 3690 | 4147 | 4644 | 5445 | 6111 | 6776 | 7542 | 8242 | 9070 |
| 99 | 3731 | 4214 | 4727 | 5477 | 6187 | 6912 | 7832 | 8344 | 9150 |
| 100 | 3903 | 4335 | 4796 | 5597 | 6286 | 6983 | 7775 | 8450 | 9290 |

Tab. 4.14: Comparison of the elapsed time (in hrs) among PD, SA and $\operatorname{ILS}\left(D_{1}\right)$

| k | PD | SA | $\operatorname{ILS}\left(D_{1}\right)$ |
| :--- | ---: | ---: | ---: |
| 3 | 145 | 500 | 15 |
| 4 | 61 | 181 | 15.53 |
| 5 | 267 | 152 | 26.27 |
| 6 | 108 | 520 | 11.92 |
| 7 | 232 | 246 | 17.49 |
| 8 | - | 460 | 24.61 |
| 9 | - | 470 | 39.25 |
| 10 | - | 470 | 48.24 |
| CPU | 800 | 800 | 1000 |
| (M.Hra) | Pen. III | Pen. II | AMD Opter. |

Tab. 4.15: Comparison between SAM and $\operatorname{ILS}\left(D_{1}\right)$

|  | $k=3$ |  | $k=4$ |  | $k=5$ |  | For other value of $k \& N$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N$ | SA.M | $\begin{array}{r} \text { ILS } \\ \left(D_{1}\right) \end{array}$ | SA.M | $\begin{array}{r} \text { ILS } \\ \left(D_{1}\right) \end{array}$ | SA.M | $\begin{array}{r} \text { ILS } \\ \left(D_{1}\right) \end{array}$ | ( $\mathrm{N} ; \mathrm{k}$ ) | SA.M | $\begin{gathered} \text { ILS } \\ \left(D_{1}\right) \end{gathered}$ |
| 2 | 3 | 3 | 4 | 4 | 5 | 5 | $(6 ; 6)$ | 40 | 40 |
| 3 | 6 | 6 | 7 | 7 | 8 | 8 |  |  |  |
| 4 | 6 | 6 | 12 | 12 | 14 | 14 | $(7 ; 7)$ | 61 | 61 |
| 5 | 11 | 11 | 15 | 15 | 24 | 24 | $(14 ; 7)$ | 219 | 215 |
| 6 | 14 | 14 | 22 | 22 | 32 | 32 |  |  |  |
| 7 | 17 | 17 | 28 | 28 | 40 | 40 | $(8 ; 8)$ | 91 | 91 |
| 8 | 21 | 21 | 42 | 42 | 50 | 50 |  |  |  |
| 9 | 22 | 22 | 42 | 42 | 61 | 61 | $(9 ; 9)$ | 126 | 128 |
| 10 | 27 | 27 | 50 | 50 | 82 | 82 |  |  |  |
| 11 | 29 | 30 | 55 | 55 | 80 | 81 |  |  |  |
| 12 | 36 | 36 | 63(2) | 63(1) | 91 | 93 |  |  |  |

within parenthesis in Table 4.15 correspond to $J_{1}$ values.
In spite of the fact that in [178] only results with few points are reported, ILS was able to obtain always at least the same quality except for the LHDs $N=14 ; k=7$ but also some improvements. In particular, the improvements are for: $(N, k)=(11,3),(11,5),(12,5),(9,9)$. We have also an improvement regarding the $J_{1}$ value in $(N ; k)=(12 ; 4)$. For the single failure $(N ; k)=(14 ; 7)$, we mention that a slightly larger number of runs is sufficient to detect the missing best value 219 .

In the above experiments we considered PC perturbation based ILS approach. We remark that also Cyclic Order Exchange (COE) allows ILS to outperform SA. And we have already compared the PC perturbation based ILS approach with SA approach in the Table 4.13. In order to make a further comparison between the performance of PC and COE perturbations, we also discuss the results obtained with COE. For this comparison we consider LHDs with $N=2, \ldots, 100$ and $k=5$. We set MaxNonImp=1000 and $R=100$ for all the cases. We display the results in Figure 4.14 in terms of absolute improvement with respect to the SA based approach given in [117]. From this primary experiments, we observe in Figure 4.14 that both ILS approaches outperform


Fig. 4.14: Performance of SPC and SCOE based ILS approaches with respect to SA approach in[178]

## SA.

As we discussed earlier (see Section 4.2), for small values of $N$, the COE based ILS approach works slightly better than the PC perturbation based approach. On the other hand for large value of $N$, the PC perturbation based ILS approach works better than the COE perturbation based ILS approach.

### 4.6 Experiments about the complexity analysis

The aim of this section is to experimentally assess the computational cost of the proposed $\operatorname{ILS}\left(D_{1}\right)$ algorithm. We will first derive the number of operations required by a single local search, and then those for a single run of ILS (from now on in this section we will give as understood that we are discussing the $\operatorname{ILS}\left(D_{1}\right)$ version). For these experiments we consider $k=3,5,7,10$ and $N=10 i: i=1,2, \cdots, 10$. We use the following parameter setting : Acceptance criteria $=$ Best Improve(BI), LocalSearch=RP; Stopping criteria: MaxNonImp $=1000$, Perturbation moves $=$ SCOE and number of trials is one if otherwise not defined.

Assume that we are at iteration $s$ of a local search and that the current value is $D_{1}^{(s)}, J_{1}^{(s)}$. The basic operation in a local search is the swap one between two points $i$ and $j$. In order to compare the new candidate solution with the current one, we need to evaluate $D_{1}^{(s+1)}$ and $J_{1}^{(s+1)}$. Such operation does not require to compute from scratch all the distances within the candidate solution. Indeed, only those involving points $i$ and $j$ are changed with respect to the current solution. Therefore, with a proper implementation we should only compute $O(N)$ new distances, each of which requires a number $O(1)$ of operations (indeed, we do not need to compute the distance from scratch but only update the part corresponding to the single coordinate whose value has been changed). In fact we do not always need to compute all the new distances: as soon as we compute a distance lower than $D_{1}^{(s)}$ we can stop, since the candidate solution is certainly


Fig. 4.15: The percentage of pairs involving and not involving critical points
worse than the current one. Therefore, each swap operation requires at most $O(N)$ operations.

The number of swap operation is not known in advance. Indeed, swap moves are restricted only to those involving at least a critical point. In Figure 4.15 the x -axis reports $N$ and the y -axis reports the percentage of actually analyzed swap moves (those involving at least one critical point) over the total number of possible swaps in each run (those involving all possible pairs of points), for $k=3,5,7,10$. The black curve represents the percentage of analyzed swaps, the red curve represents the percentage of "avoided" swaps, i.e. those not involving critical points. We observe that for very small $N(N<14)$ most of the possible swaps are to be considered, but as $N$ grows the percentage of swaps to be considered drops dramatically, quickly falling below $10 \%$ for $N>30$.

Figure 4.16 shows the history of the number of critical points during the local searches for the case $(k, N)=(7,50)$. We observe that most of the times the number of critical points is 1 or 2, and only occasionally is greater than 6 . Figure


Fig. 4.16: The history of number of critical points for $(k, N)=(7,50)$ during local move


Fig. 4.17: The impact of $N$ on Maximum Critical Points during history of evaluation


Fig. 4.18: The impact of $N$ on average Critical Points during history of evaluation
4.17 shows with a bar diagram the maximum number of critical points (MCP) obtained during the run of the algorithms for each $(k, N)$. Apparently, we cannot observe any significant impact of $N$ and $k$ on the values of MCP. Indeed such values are always below 20, and most of the time they are near 10. In Figure 4.18 we report the average number of critical points in each neighborhood, rounded to the largest integer; this number is always stuck at 2 , for all $k=3,5,10$. So we can confidently claim that the size of the problem has practically no impact on the number of critical points in each visited configuration.
Since we need to consider all the swap moves involving at least one critical point, the above considerations lead us to conclude that the total number of swap moves that we need to perform at a given iteration is simply $O(k N)$ (factor $N$ is due to the number of pairs involving at least a critical point, factor $k$ is due to the fact that, given a pair, we have a swap operation for each possible coordinate).

The last thing we need to consider in order to evaluate the number of operations required by a local search is the number of times the While-Loop is executed, i.e. the number of times an improving solution is observed during a local search. We will denote this number by WL. We will perform some experiments in order to find the impact of $N$ as Figure 4.19 shows the history of WL during LocalSearch for (a) $(k, N)=(7,20))$ and (b) $(k, N)=(7,50)$. We observe in Figure 4.19 (a) that most of the time WL lies near 10 and the largest value observed in the figure is less than 25. In Figure (b) we notice that most of the time the number WL lies near 30 and the maximum value of WL (MWL) is near 80. That is WL (average as well as maximum value) increases together with $N$. Figure 4.20 shows a cleaner representation of the impact of $N$ on the number MWL. Apparently there exists a linear relation between WL and $N$. We can also observe an impact of the dimension $k$ on WL. In order to investigate the dependence on $k$, we performed another series of experiments, for $k=5 i: i=1,2, \cdots, 10$ and $N=10,25,50,100$. Note that for finding out the impact on the local search phase, WL is averaged over the corresponding number of performed perturbations. We observe in Figure 4.21 that there is a


Fig. 4.19: The history of WL for $(\mathrm{a})(k, N)=(7,20) ;(\mathrm{b})(k, N)=(7,50)$ during LocalSearch


Fig. 4.20: The impact of $N$ on (a) Maximum WL (b) Average WL during history of LocalSearch


Fig. 4.21: The Impact of $k$ on AWL during LocalSearch

significant impact of $k$ for all $N: N=10,25,50,100$ on the average number of WL (AWL).

We observe that the trend shown by WL is roughly

$$
T \approx k^{c}
$$

where $0<c<1$, i.e. a fractional power functional dependence of WL on $k$. In conclusion, it has been experimentally seen that the number WL is $O\left(N k^{c}\right)$.

Now, if we sum up the time required by a single swap (at most $O(N)$ ), the total number of swaps per iteration $O(N k)$, and the total number of iterations WL $O\left(N k^{c}\right)$, we conclude that a local search requires at most $O\left(k^{r} N^{q}\right)$ for some $r$ and $q$ (in particular, we might conjecture that $q$ is close to 3 and $r$ ranges between 1 and 2). In order to validate this result we performed some experiments whose outcome is shown in Figure 4.22. In such figure we report the average computation time per local search as a function of $N$ for the three different values $k=3,7,10$ (the time is the average per local search over 10 runs of ILS). We assume, as derived above, that the approximate time complexity for a local search of the ILS approach is

$$
T \approx O\left(k^{r} N^{q}\right)
$$

and will try to determine practical values for $r$ and $q$ experimentally. In Figure 4.22 , we observe that, for each $k$, the curves of elapsed times grow non-linearly with respect to the increasing of $N$. To find out the approximate value of $q$ we fitted the data in a linear regression for each $k$ as,

$$
\log (T)=q \log (N)+r \log (k)
$$

where $T=$ Average elapsed time in each LS. We observe from Figure 4.23 that the range of $q$ is $2.5<q \leq 3$. In particular, as $k$ increases it seems that $q$ tends to 3 , which is the value previously conjectured.

To find out the approximate value of $r$ we performed some experiments by


Fig. 4.22: The History of Elapsed time



Fig. 4.23: The values of $\log (T)$ plotted with respect to $\log (N)$


Fig. 4.24: The approximate time complexity for LS with respect to $k$


Fig. 4.25: The impact of $N$ on the number of perturbations
considering LHDs $k=5 i: i=1,2, \ldots, 10$ with $N=10,25,50,100$. Figure 4.24 shows the impact of $k$ on average elapsed time in each LS. In the figure we observe that the average elapsed time $T$ increases slightly more than linearly with respect to $k$. In order to find out the approximate value of $r$ we have fitted the data (see figure 4.24). We notice that the range of $r$ is $1<r \leq 2$, which is again in accordance with what was previously conjectured.

We remind the reader that this practical time complexity $\approx O\left(k^{r} N^{q}\right)$, with $r \in(1,2)$ and $q \in(2,3)$, for LS has been estimated in the environment of ILS instead of evaluating a stand-alone local search. According to our observations, the local search usually performs less iterations in the ILS environment, due to the "partially optimal" structure preserved by the perturbations.

In order to get to an empirical evaluation of the number of operations required by an ILS run, we still need to evaluate the number of perturbations (and, thus, of local searches) performed during an ILS run. Then, we would like to find out the impact of $N$ as well as $k$ on the number of perturbations during each


Fig. 4.26: The impact of $k$ on the number of perturbations

ILS run. For these experiments we performed ten runs of ILS and considered the average number of perturbations per run. For these experiments we considered LHDs with $k=3,7,10$ and $N=3,4, \ldots, 100$. From the experiments (see Figure 4.25) we notice that there is a significant impact of $N$ on the number of perturbation invoked for all $k$ considered. It seems that the number of invoked perturbations is somewhat logarithmic with respect to $N$ (see the dot curve in Figure 4.25). In order to find the impact of $k$ on the number of perturbations, we considered LHDs: for each $N: N=10,25,50,100 ; k=5 i: i=1, \ldots, 10$. From the experiments we remark that there is no significant impact of $k$ on the perturbation invoked during the run (see the bar diagram in Figure 4.26).
Now, if we put together the observation that the overall number of perturbations/local searches per ILS run is $O(\log (N))$, and the previous one about the $O\left(k^{r} N^{q}\right)$ about the complexity of local searches, we can conclude that a bound on the overall time required by a single ILS run is $O\left(k^{r} N^{q} \log (N)\right)$, a fact that is also experimentally confirmed by the analysis of the elapsed times per ILS run.

## 5. COMPUTATIONAL EXPERIMENTS AND DISCUSSION ABOUT ILS WITH OPT $(\phi)$

In Section 3.2 we proposed two different variants of the ILS approach based on two distinct optimality criteria, namely one corresponding to the pair of values ( $D_{1}, J_{1}$ ) and another corresponding to the previously defined $\phi$ function. In Section 4 we have already performed experiments on ILS coupled with the optimality criterion based on ( $D_{1}, J_{1}$ ). In this section we will perform experiments in order to investigate the ILS approach coupled with the optimality criterion based on the $\phi$ function, and we will compare the relative efficiency of the two ILS approaches.

### 5.1 Impact of the neighborhood structure and the optimality criterion

In Section 3.2 we have already discussed about the various types of local search procedures. Here we will always adopt Row-wise Pairwise (RP) local moves with FI (First Improve) acceptance rule.

First, we would like to investigate the impact of the neighborhood structure. We will consider RP local moves only involving at least one critical point, denoting them with $\mathcal{L} \mathcal{M}_{R p D 1}$, and local moves involving also non critical points, denoting them with $\mathcal{L} \mathcal{M}_{R p \phi}$. We will investigate the optimality criterion based on the pair $\left(D_{1}, J_{1}\right)$, denoted by $\operatorname{Opt}\left(D_{1}, J_{1}\right)$, and the optimality criterion based on function $\phi$, denoted as $\operatorname{Opt}(\phi)$. When adopting $\operatorname{Opt}(\phi)$, ILS will return the Mm value (i.e. $D_{1}$ value) of its final solution. In fact, a simple but, as we will see, quite meaningful alternative is that of recording the different ( $D_{1}, J_{1}$ ) values observed during a run of ILS and finally returning the best one, which is not necessarily the final one. To distinguish this option from the previous one, we will use a different notation for the optimality criterion, denoted in this case as $\operatorname{Opt}\left(D_{1}, \phi\right)$.

We remark that local moves $\mathcal{L} \mathcal{M}_{R p D 1}$ and $\mathcal{L} \mathcal{M}_{R p \phi}$ do not deliver different results if the $\operatorname{Opt}\left(D_{1}, J_{1}\right)$ criterion is employed (as already commented, moves not involving at least one critical point can not improve the ( $D_{1}, J_{1}$ ) values), while with the two criteria based on the $\phi$ function different results can be reached. Note that the neighborhood based on local moves $\mathcal{L} \mathcal{M}_{R p \phi}$ is larger (approximately $N$ times larger) than that based on local moves $\mathcal{L} \mathcal{M}_{R p D 1}$, so that we should expect larger computational costs when employing the latter local moves.

Experiments are performed with $k=3$ and $N=3,4, \ldots, 25,5 i: i=6,7, \ldots, 20$ (the conclusions are quite similar with other $k$ values). We set MaxNonImp=100

Tab. 5.1: Computational experiments with different local moves and optimality crite-
ria for $k=3$. Note that in the table $\operatorname{Opt}\left(D_{1}, J_{1}\right)$ is denoted as $\operatorname{Opt}(\mathrm{D})$.

| C1 | C2 | C3 | C4 | C5 | C6 | C7 | C8 | C9 | C10 | C11 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| N | Mm Values |  |  |  |  | $\phi$ Values |  |  |  |  |
| $\Downarrow$ | Opt(D) | $\operatorname{Opt}\left(D_{1}, \phi\right)$ |  | $\operatorname{Opt}(\phi)$ |  | Opt(D) | $\operatorname{Opt}\left(D_{1}, \phi\right)$ |  | Opt ( $\phi$ ) |  |
| nbh | $\mathcal{L M}$ | $\mathcal{L M}$ | $\mathcal{L M}$ | $\mathcal{L M}$ | $\mathcal{L M}$ | $\mathcal{L M}$ | $\mathcal{L M}$ | $\mathcal{L M}$ | $\mathcal{L M}$ | $\mathcal{L M}$ |
| $\Rightarrow$ | RpD1 | $R p D 1$ | $R p \phi$ | $R p D 1$ | $R p \phi$ | $R p D 1$ | $R p D 1$ | $R p \phi$ | $R p D 1$ | $R p \phi$ |
| 3 | 6 | 6 | 6 | 6 | 6 | 0.863 | 0.863 | 0.863 | 0.863 | 0.863 |
| 4 | 6 | 6 | 6 | 6 | 6 | 1.227 | 1.227 | 1.227 | 1.227 | 1.227 |
| 5 | 11 | 11 | 11 | 11 | 11 | 1.302 | 1.302 | 1.302 | 1.302 | 1.302 |
| 6 | 14 | 14 | 14 | 14 | 14 | 1.441 | 1.441 | 1.441 | 1.441 | 1.441 |
| 7 | 17 | 17 | 17 | 17 | 17 | 1.594 | 1.594 | 1.594 | 1.591 | 1.591 |
| 8 | 19 | 21 | 21 | 19 | 19 | 1.731 | 1.739 | 1.730 | 1.723 | 1.723 |
| 9 | 22 | 22 | 22 | 21 | 21 | 1.864 | 1.883 | 1.890 | 1.860 | 1.860 |
| 10 | 27 | 26 | 27 | 26 | 27 | 1.935 | 1.956 | 1.935 | 1.951 | 1.935 |
| 11 | 29 | 29 | 29 | 29 | 29 | 2.072 | 2.049 | 2.072 | 2.049 | 2.049 |
| 12 | 33 | 33 | 36 | 33 | 36 | 2.129 | 2.130 | 2.101 | 2.114 | 2.101 |
| 13 | 41 | 41 | 41 | 41 | 41 | 2.168 | 2.168 | 2.168 | 2.137 | 2.137 |
| 14 | 41 | 41 | 41 | 41 | 41 | 2.284 | 2.309 | 2.304 | 2.282 | 2.280 |
| 15 | 48 | 43 | 45 | 42 | 43 | 2.311 | 2.399 | 2.368 | 2.392 | 2.359 |
| 16 | 46 | 49 | 50 | 49 | 49 | 2.461 | 2.459 | 2.447 | 2.459 | 2.428 |
| 17 | 51 | 53 | 51 | 53 | 51 | 2.567 | 2.553 | 2.540 | 2.553 | 2.534 |
| 18 | 56 | 54 | 54 | 54 | 54 | 2.624 | 2.647 | 2.631 | 2.647 | 2.598 |
| 19 | 56 | 57 | 59 | 56 | 56 | 2.741 | 2.730 | 2.683 | 2.720 | 2.664 |
| 20 | 61 | 59 | 62 | 59 | 62 | 2.792 | 2.800 | 2.753 | 2.800 | 2.742 |
| 21 | 66 | 65 | 66 | 65 | 66 | 2.863 | 2.862 | 2.822 | 2.862 | 2.814 |
| 22 | 69 | 68 | 74 | 66 | 72 | 2.911 | 2.932 | 2.856 | 2.927 | 2.849 |
| 23 | 73 | 73 | 75 | 73 | 75 | 2.993 | 2.989 | 2.939 | 2.989 | 2.939 |
| 24 | 77 | 76 | 77 | 76 | 77 | 3.044 | 3.053 | 3.007 | 3.053 | 3.007 |
| 25 | 81 | 78 | 84 | 78 | 81 | 3.114 | 3.108 | 3.072 | 3.108 | 3.058 |
| 30 | 98 | 98 | 105 | 98 | 104 | 3.443 | 3.411 | 3.335 | 3.410 | 3.303 |
| 35 | 121 | 120 | 129 | 118 | 129 | 3.677 | 3.672 | 3.553 | 3.666 | 3.553 |
| 40 | 146 | 145 | 150 | 142 | 146 | 3.870 | 3.895 | 3.781 | 3.894 | 3.764 |
| 45 | 166 | 164 | 179 | 164 | 179 | 4.094 | 4.077 | 3.968 | 4.077 | 3.968 |
| 50 | 187 | 186 | 204 | 163 | 181 | 4.318 | 4.318 | 4.162 | 4.032 | 4.110 |
| 55 | 214 | 213 | 227 | 185 | 211 | 4.502 | 4.494 | 4.349 | 3.791 | 4.040 |
| 60 | 238 | 238 | 258 | 209 | 234 | 4.679 | 4.655 | 4.506 | 4.176 | 4.397 |
| 65 | 262 | 260 | 286 | 229 | 281 | 4.856 | 4.855 | 4.651 | 3.898 | 4.634 |
| 70 | 294 | 292 | 309 | 254 | 288 | 4.986 | 4.998 | 4.809 | 4.312 | 4.709 |
| 75 | 309 | 314 | 345 | 280 | 318 | 5.190 | 5.153 | 4.923 | 4.758 | 4.921 |
| 80 | 342 | 341 | 371 | 300 | 341 | 5.315 | 5.297 | 5.084 | 4.229 | 5.077 |
| 85 | 371 | 370 | 406 | 298 | 370 | 5.447 | 5.419 | 5.209 | 4.595 | 5.044 |
| 90 | 398 | 401 | 437 | 384 | 389 | 5.582 | 5.506 | 5.324 | 5.276 | 5.007 |
| 95 | 421 | 429 | 474 | 387 | 440 | 5.731 | 5.688 | 5.452 | 4.409 | 5.258 |
| 100 | 454 | 458 | 494 | 389 | 473 | 5.851 | 5.826 | 5.577 | 4.245 | 5.174 |
| Tot. Time ( hrs ) |  | $\begin{gathered} \hline \mathrm{Opt}(D) ; \mathcal{L M}_{R p D 1} \\ =0.24 \end{gathered}$ |  |  | $\begin{gathered} \hline 0 \operatorname{Opt}\left(D_{1}, \phi\right) ; \mathcal{L} \mathcal{M}_{R_{p D 1}} \\ =10.14 \end{gathered}$ |  |  | $\begin{gathered} \hline \mathrm{Opt}\left(D_{1}, \phi\right) ; \mathcal{L \mathcal { M } _ { R p \phi }} \\ =15.90 \end{gathered}$ |  |  |



Fig. 5.1: The absolute improvement (regarding average Mm values) of ILS with optimality criterion $\operatorname{Opt}\left(D_{1}, \phi\right)$ and local moves $\mathcal{L M}_{R p D_{1}}$ (dark curve) and $\mathcal{L} \mathcal{M}_{R p \phi}$ (light curve) with respect to ILS with the $\operatorname{Opt}\left(D_{1}, J_{1}\right)$ optimality criterion.
when using the more time consuming local moves $\mathcal{L} \mathcal{M}_{R p \phi}$, and set MaxNonImp $=1000$ when employing $\mathcal{L} \mathcal{M}_{R p D 1}$ local moves. For all the cases we used the SCOE perturbation moves and we considered a number $R=5$ of ILS runs. The value of $p$, the parameter of $\phi$, has been fixed to 20 for all the experiments.
All the results of the experiments are displayed in Table 5.1 and Figures 5.1 and 5.2. Note that in the figures the names Cpt-nbh and NonCpt-nbh correspond to neighborhoods based respectively on $\mathcal{L} \mathcal{M}_{R p D_{1}}$ and $\mathcal{L} \mathcal{M}_{R p \phi}$ local moves.

Table 5.1 contains the optimal Maximin (Mm) values and the corresponding $\phi$ values obtained with the two different local moves $\mathcal{L} \mathcal{M}_{R p D_{1}}$ and $\mathcal{L} \mathcal{M}_{R p \phi}$ and the three different optimality criteria $\operatorname{Opt}\left(D_{1}, J_{1}\right), \operatorname{Opt}\left(D_{1}, \phi\right)$ and $\operatorname{Opt}(\phi)$. Figure 5.1 displays the trend of the absolute improvement regarding average (over the 5 runs) Mm values obtained with the $\operatorname{Opt}\left(D_{1}, \phi\right)$ optimality criterion and local moves $\mathcal{L} \mathcal{M}_{R p D_{1}}$ (dark curve) and $\mathcal{L} \mathcal{M}_{R p D_{1}}$ (light curve), with respect to the corresponding values obtained by the $\operatorname{Opt}\left(D_{1}, J_{1}\right)$ optimality criterion. Figure 5.2 displays the history of the average number of local moves per local search with different local moves and/or optimality criteria.

In the following subsections we would like to discuss the outcomes of these experiments.

### 5.1.1 A comparison between the $\operatorname{Opt}\left(D_{1}, \phi\right)$ and $\operatorname{Opt}(\phi)$ optimality criteria

We know that both when employing the $\operatorname{Opt}\left(D_{1}, \phi\right)$ and when employing the $\operatorname{Opt}(\phi)$ optimality criterion, the search is driven by the $\phi$ function which we aim at minimizing. The only difference between the two strategies is that the latter returns the $\left(D_{1}, J_{1}\right)$ values of the final solution returned by ILS, while the former returns the best $\left(D_{1}, J_{1}\right)$ values observed during an ILS run. The cost of the two approaches is basically the same (with $\operatorname{Opt}\left(D_{1}, \phi\right)$ we only have


Fig. 5.2: Average number of local moves history among the three ILS approaches (a) $\mathcal{L} \mathcal{M}_{R p D_{1}}$ neighborhood structure with $\operatorname{Opt}\left(D_{1}, J_{1}\right)$ optimal criterion, (b) $\mathcal{L} \mathcal{M}_{R p D_{1}}$ neighborhood structure with $\operatorname{Opt}\left(D_{1}, \phi\right)$ optimal criterion and (c)
$\mathcal{L} \mathcal{M}_{R p \phi}$ neighborhood structure with $\operatorname{Opt}\left(D_{1}, \phi\right)$ optimal criterion
the additional mild cost of keeping track of the best values observed during a run). Moreover, it is guaranteed that the results with $\operatorname{Opt}\left(D_{1}, \phi\right)$ are always at least as good as those with $\operatorname{Opt}(\phi)$. This suggests that it is always advisable to employ $\operatorname{Opt}\left(D_{1}, \phi\right)$. Here, however, we would like to give a measure of the improvements of $\operatorname{Opt}\left(D_{1}, \phi\right)$ with respect to $\operatorname{Opt}(\phi)$. In Table 5.1 columns C3, C 4 report the best observed Mm values (with corresponding $\phi$ values given in columns C8 and C9 respectively) obtained with $\operatorname{Opt}\left(D_{1}, \phi\right)$, while columns C5, C 6 report the corresponding Mm values for $\operatorname{Opt}(\phi)$ (the corresponding $\phi$ values, which are also the best ones observed during the ILS runs, are given in columns C10 and C11 respectively). As expected, we observe that for both the neighborhood structures considered here (the one based on $\mathcal{L} \mathcal{M}_{R_{p} D_{1}}$ local moves and the one based on $\mathcal{L} \mathcal{M}_{R p \phi}$ local moves), on based approaches, the Mm values obtained by $\operatorname{Opt}\left(D_{1}, \phi\right)$ are often better than those obtained by $\operatorname{Opt}(\phi)$, but, even more important, we observe that the improvement becomes more consistent as we increase the number $N$ of points. We also point out that, according to other experiments not reported here, further improvements are observed when also the dimension $k$ is increased.

By comparing the Mm values with the corresponding $\phi$ values, it becomes clear what we previously already commented, i.e. that a monotonic search with respect to $\phi$ is not necessarily a monotonic one with respect to ( $D_{1}, J_{1}$ ), so that while performing a monotonic search with respect to $\phi$ we are in fact performing a search through the $\left(D_{1}, J_{1}\right)$ values in which some sort of controlled backtracking (acceptance of worsening moves) is present. For instance, we see in Table 5.1 that for the case $(N, k)=(70,3)$, the minimum $\phi_{20}$ values is 4.709 with corresponding Mm value $=288$ obtained with $\operatorname{Opt}(\phi)$. On the other hand, with $\operatorname{Opt}\left(D_{1}, \phi\right)$ we obtain a better Mm value $=309$, while the corresponding $\phi$ value is worse, namely equal to 4.809 (recall that the $\phi$ value has to be minimized). This is just an example but looking at columns C8-C11 many other similar
examples can be found.

### 5.1.2 Comparison of $\operatorname{Opt}\left(D_{1}, J_{1}\right)$ and $\operatorname{Opt}\left(D_{1}, \phi\right)$ with <br> $\mathcal{L M}_{\text {RpD1 }}$ local moves

We have observed that it is always worthwhile to employ the $\operatorname{Opt}\left(D_{1}, \phi\right)$ rather than the $\operatorname{Opt}(\phi)$ one. Next, we compare $\operatorname{Opt}\left(D_{1}, \phi\right)$ with $\operatorname{Opt}\left(D_{1}, J_{1}\right)$. At first we will make the comparison when the local moves employed are only those involving at least one critical point, denoted by $\mathcal{L} \mathcal{M}_{R p D 1}$.

We observe in the table (consider the columns C 2 and C 3 ) that the Mm values obtained by the ILS approaches with the two different optimality criteria are comparable when we consider $\mathcal{L} \mathcal{M}_{R p D 1}$ local moves. In Figure 5.1 we notice that for small $N$ values the quality of the average Mm values of the two approaches is basically the same, while as $N$ increases the quality with $\operatorname{Opt}\left(D_{1}, \phi\right)$ gets slightly better. On the other hand, the computational costs of $\operatorname{Opt}\left(D_{1}, J_{1}\right)$ are significantly lower than those with $\operatorname{Opt}\left(D_{1}, \phi\right)$ (see the last row of the table). The considerably larger times with $\operatorname{Opt}\left(D_{1}, \phi\right)$ and local move $\mathcal{L} \mathcal{M}_{R p D 1}$ with respect to those with $\operatorname{Opt}\left(D_{1}, J_{1}\right)$, were somehow not expected. A possible explanation is that, while the neighborhoods explored at each iteration by the local search are of similar size, the number of improvements detected during a local search (i.e. the number of times the While-Loop is executed during a local search) is much larger when the local search is driven by the objective function $\phi$ rather than ( $D_{1}, J_{1}$ ). Seen in another way, we can say that the search landscape based on the ( $D_{1}, J_{1}$ ) values is flatter (many configurations may have the same ( $D_{1}, J_{1}$ ) values but, at the same time different $\phi$ values). This way it is easier for the search based on the ( $D_{1}, J_{1}$ ) values to get stuck at some solution without being able to make any progress, and the algorithm stops after fewer iterations than the one where the search is driven by the $\phi$ values.

### 5.1.3 Comparison of $\operatorname{Opt}\left(D_{1}, J_{1}\right)$ with $\mathcal{L} \mathcal{M}_{R p D 1}$ local moves and $\operatorname{Opt}\left(D_{1}, \phi\right)$ with $\mathcal{L M}_{R p \phi}$ local moves

Here we will compare the results obtained by $\operatorname{Opt}\left(D_{1}, J_{1}\right)$ and $\mathcal{L} \mathcal{M}_{R p D 1}$ local moves (see column C2), with those obtained by $\operatorname{Opt}\left(D_{1}, \phi\right)$ and $\mathcal{L} \mathcal{M}_{R p \phi}$ local moves (see column C4). We notice that the latter approach is able to obtain significatively better Mm values compared to the former one. This can also be seen in Figure 5.1, where we considered the average Mm values returned by the $R=5$ ILS runs rather than the best observed Mm value. On the other hand the computational cost of $\operatorname{Opt}\left(D_{1}, J_{1}\right)$ is considerably lower than that of $\operatorname{Opt}\left(D_{1}, \phi\right)$. Then, we might conjecture that the higher quality is only due to the larger computational times. Of course, this is one reason but not the only one. To check this we made a further experiment: we increased the number of ILS runs with $\operatorname{Opt}\left(D_{1}, J_{1}\right)$ in such a way that the overall computational time with the two optimality criteria was similar, and then we compared the Mm values. It turns out that even with this larger number of runs ILS with $\operatorname{Opt}\left(D_{1}, J_{1}\right)$ was unable to reach the same quality of $\operatorname{ILS}$ with $\operatorname{Opt}\left(D_{1}, \phi\right)$. So which is the reason for the improved quality of the results obtained by $\operatorname{Opt}\left(D_{1}, \phi\right)$ with $\mathcal{L M}_{R p \phi}$ local moves? It seems to us that there are two main causes:

- the search space of the neighborhood based on $\mathcal{L} \mathcal{M}_{R p \phi}$ local moves is obviously larger than that based on $\mathcal{L M}_{R p D 1}$ local moves (approximately


Fig. 5.3: The comparison of different p values
$N$ times larger due to the inclusion of swap moves not involving critical points);

- when performing a monotonic search with respect to $\phi$ we are in fact performing a non monotonic one with respect to the ( $D_{1}, J_{1}$ ) values, i.e., as already commented, we have some form of backtracking in the search, which prevents the algorithm from being too greedy.

In particular, we point out that the second cause was not really expected before starting the experiments and we believe that the importance of this form of backtracking controlled by the $\phi$ values is a quite interesting observation.

### 5.2 Impact of parameter $p$

In view of the previously obtained results, here we will only consider $\mathcal{L} \mathcal{M}_{R p \phi}$ local moves with the $\operatorname{Opt}\left(D_{1}, \phi\right)$ optimality criterion. We would like to discuss more thoroughly the choice of the parameter $p$ appearing in the definition of the $\phi$ function, which up to now has been simply fixed to 20 . Recall that for large enough $p$, each term in the sum of $\phi$ (see (3.4 in Section 3) dominates all subsequent terms and as $p \rightarrow \infty$, the optimality criterion based on $\phi$ becomes equivalent to that based on $\left(D_{1}, J_{1}\right)$. A practical issue is to establish a "good" value for $p$. Such value should not be too small, because it would not differentiate enough between the different $D_{i}, J_{i}$ values, but at the same time it should not be too large, because too large a value would lead to the search based on the ( $D_{1}, J_{1}$ ) values, which, as previously observed, is too rigid, too greedy. In order to investigate the impact of parameter $p$, we considered ILS based on the $\phi$ function with the values $p=2,10,20,50,70,100$. For all the $p$ values, we set $\operatorname{MaxNonImp}=100$ with SCOE perturbation moves and number of runs $R=5$. We considered $N=3,4 \ldots, 25,5 i: i=6,7 \ldots, 20$ and $k=7$. The experimental results are reported in Table 5.2 and are also displayed in Figure 5.3

We notice in Table 5.2 that $p=20$ is able to obtain very often better Mm values, while $p=50$ and $p=70$ are able to obtain better Mm values only few

Tab. 5.2: Computational experiments with different $p$ values

| $N$ | $p=2$ | $p=10$ | $p=20$ | $p=50$ | $p=70$ | $p=100$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 13 | 13 | 13 | 13 | 13 | 13 |
| 4 | 21 | 21 | 21 | 21 | 21 | 21 |
| 5 | 32 | 32 | 32 | 32 | 32 | 32 |
| 6 | 47 | 47 | 47 | 47 | 47 | 46 |
| 7 | 61 | 61 | 61 | 60 | 61 | 60 |
| 8 | 79 | 79 | 80 | 79 | 79 | 78 |
| 9 | 88 | 93 | 94 | 93 | 92 | 92 |
| 10 | 105 | 110 | 111 | 110 | 110 | 108 |
| 11 | 127 | 129 | 132 | 132 | 132 | 128 |
| 12 | 154 | 155 | 155 | 153 | 152 | 152 |
| 13 | 181 | 181 | 182 | 182 | 179 | 178 |
| 14 | 216 | 216 | 218 | 216 | 216 | 215 |
| 15 | 207 | 219 | 224 | 224 | 224 | 223 |
| 16 | 238 | 246 | 248 | 248 | 240 | 241 |
| 17 | 251 | 266 | 270 | 270 | 267 | 266 |
| 18 | 277 | 295 | 295 | 295 | 296 | 284 |
| 19 | 300 | 322 | 327 | 324 | 324 | 320 |
| 20 | 333 | 363 | 355 | 352 | 353 | 345 |
| 21 | 366 | 382 | 385 | 384 | 382 | 381 |
| 22 | 396 | 414 | 421 | 417 | 414 | 410 |
| 23 | 435 | 453 | 455 | 457 | 451 | 449 |
| 24 | 472 | 489 | 495 | 491 | 476 | 481 |
| 25 | 513 | 518 | 527 | 526 | 522 | 511 |
| 30 | 666 | 712 | 716 | 716 | 697 | 694 |
| 35 | 879 | 919 | 936 | 924 | 900 | 900 |
| 40 | 1053 | 1116 | 1141 | 1149 | 1128 | 1122 |
| 45 | 1277 | 1360 | 1400 | 1389 | 1376 | 1302 |
| 50 | 1561 | 1658 | 1696 | 1663 | 1643 | 1632 |
| 55 | 1886 | 1978 | 2006 | 2043 | 1961 | 1870 |
| 60 | 2030 | 2230 | 2277 | 2273 | 2240 | 2124 |
| 65 | 2331 | 2482 | 2547 | 2579 | 2542 | 2421 |
| 70 | 2586 | 2783 | 2856 | 2895 | 2861 | 2757 |
| 75 | 2886 | 3130 | 3230 | 2895 | 3225 | 3141 |
| 80 | 3262 | 3472 | 3586 | 3219 | 3597 | 3333 |
| 85 | 3571 | 3862 | 3984 | 3641 | 3997 | 3804 |
| 90 | 3943 | 4223 | 4362 | 4023 | 4400 | 4223 |
| 95 | 4279 | 4617 | 4784 | 4394 | 4844 | 4613 |
| 100 | 4664 | 4997 | 5206 | 4856 | 5099 | 5036 |
| Tot. Best value (40) | 05 | 05 | 29 | 10 | 11 | 03 |
| $\begin{gathered} \text { Tot. time } \\ \text { (hrs) } \end{gathered}$ | 122 | 294 | 324 | 186 | 148 | 60 |

times. Very small $p$ values $(2,10)$, and very large ones (100), are unable to get the best results except at very small $N$ values. If we have a look at the average Mm values (see Figure 5.3), then we notice that the extreme values $p=2$ and $p=100$ still give poor results, while $p=10$ delivers results of reasonable quality, although not the best ones. Even in this comparison the superiority of $p=20$ is quite evident. Less evident is the reason why at $p=50$ we have results which are not particularly satisfying. More investigations will be needed to clarify this fact. From these experiments we infer that the $\phi$ function is not effective in driving the search when either too many (small $p$ ) or excessively few (large $p$ ) distance values $D_{i}$ play a major role in determining the $\phi$ value. The best option seems to be an intermediate $p$ value and, in particular, $p=20$ seems to be a robust choice (though not necessarily always the best one as we also observed in the experiments).

Regarding the computational costs, we notice in the table that the higher quality obtained with $p=20$ has somehow to be paid. Indeed, this choice needs more CPU time than all the other ones. We note that the cost tends to decrease with the $p$ value. This is probably due to the fact that, apparently, increasing $p$ causes a faster convergence to locally optimal solutions and a reduction of the exploration of the search space.

### 5.3 Impact of MaxNonImp parameter

We have already investigated the impact of the MaxNonImp parameter in our proposed ILS approach for the $\operatorname{Opt}\left(D_{1}, J_{1}\right)$ optimality criterion. Now we perform some experiments to investigate the impact of MaxNonImp in the proposed ILS approach with the $\operatorname{Opt}\left(D_{1}, \phi\right)$ optimality criterion. For these experiments we consider $\mathcal{L} \mathcal{M}_{R p \phi}$ local moves with FI acceptance rule, and SCOE perturbation moves; $N=2 i: i=3,4, \ldots, 25$ and $k=3,7,10$. Tests are performed with the following values MaxNonImp $=50,100,250,500,750,1000,1250,1500$, 1750 and 2000. We perform $R=5$ runs of ILS for each LHD. The experimental results (average Mm values) are displayed in Tables 5.3-5.5, while the best observed Mm values and the corresponding number of times such values are attained out of 5 runs are reported in Table 5.6 (data in the square bracket-the first term indicates the best Mm value and the second term indicates number of times it has been attained).

Though a bit irregular, the results in the tables show that:

- a good value of MaxNonImp tends to increase with $N$ and $k$ (as largely expected);
- with respect to $\operatorname{Opt}\left(D_{1}, J_{1}\right)$ it seems that appropriate MaxNonImp values are considerably smaller (around ten times smaller); indeed, for instance, the best Mm values at large $k$ and $N$ values tend to stabilize very often at MaxNonImp $=1000$ or even less, while with $\operatorname{Opt}\left(D_{1}, J_{1}\right)$ stability was often reached close to MaxNonImp=10000. This fact allows to partially counterbalance the much higher computational times required by the search based on the $\operatorname{Opt}\left(D_{1}, \phi\right)$ optimality criterion.

As we have previously done with the $\operatorname{Opt}\left(D_{1}, J_{1}\right)$ optimality criterion, we could derive also here an Empirical Formula (EF) giving an appropriate value for

Tab. 5.3: Average results with different MaxNonImp values for $k=3$

| N | MNI- | MNI- | MNI- | MNI- | MNI- | MNI- | MNI- | MNI- | MNI- | MNI- |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | 50 | 100 | 250 | 500 | 750 | 1000 | 1250 | 1500 | 1750 | 2000 |
| 6 | $\mathbf{1 4}$ | 14 | 14 | 14 | 14 | 14 | 14 | 14 | 14 | 14 |
| 8 | $\mathbf{1 9}$ | 19 | 19 | 19 | 19 | 19 | 19 | 19 | 19 | 19 |
| 10 | 26 | 26 | $\mathbf{2 7}$ | 27 | 27 | 27 | 27 | 27 | 27 | 27 |
| 12 | 33 | 33 | 33 | $\mathbf{3 4}$ | 34 | 34 | 34 | 34 | 34 | 34 |
| $\mathbf{1 4}$ | $\mathbf{4 1}$ | 41 | 41 | 41 | 41 | 41 | 41 | 41 | 41 | 41 |
| 16 | 48 | $\mathbf{4 9}$ | 49 | 49 | 49 | 49 | 49 | 49 | 49 | 49 |
| 18 | $\mathbf{5 4}$ | 54 | 54 | 54 | 54 | 54 | 54 | 54 | 54 | 54 |
| 20 | $\mathbf{6 2}$ | 62 | 62 | 62 | 62 | 62 | 62 | 62 | 62 | 62 |
| 22 | 69 | 69 | 69 | $\mathbf{7 0}$ | 70 | 70 | 70 | 70 | 70 | 70 |
| 24 | 76 | 78 | 79 | 80 | $\mathbf{8 1}$ | 81 | 81 | 81 | 81 | 81 |
| 26 | 86 | 86 | 86 | $\mathbf{8 8}$ | 88 | 88 | 88 | 88 | 88 | 88 |
| 28 | 94 | 95 | 96 | 97 | 97 | 97 | $\mathbf{9 8}$ | 98 | 98 | 98 |
| 30 | 102 | 103 | 105 | $\mathbf{1 0 7}$ | 107 | 107 | 107 | 107 | 107 | 107 |
| 32 | 111 | 113 | 114 | $\mathbf{1 1 6}$ | 116 | 116 | 116 | 116 | 116 | 116 |
| 34 | 121 | 122 | 124 | 125 | 125 | 125 | 125 | 125 | $\mathbf{1 2 6}$ | 126 |
| 36 | 128 | 129 | 132 | 132 | 133 | 133 | 133 | $\mathbf{1 3 4}$ | 134 | 134 |
| 38 | 138 | 139 | 141 | 144 | 144 | $\mathbf{1 4 5}$ | 145 | 145 | 145 | 145 |
| 40 | 148 | 148 | 151 | $\mathbf{1 5 3}$ | 153 | 153 | 153 | 153 | 153 | 153 |
| 42 | 157 | 160 | 162 | 163 | $\mathbf{1 6 5}$ | 165 | 165 | 165 | 165 | 165 |
| 44 | 168 | 170 | 174 | 175 | 175 | 175 | $\mathbf{1 7 6}$ | 176 | 176 | 176 |
| 46 | 181 | 182 | $\mathbf{1 8 3}$ | 183 | 183 | 183 | 183 | 183 | 183 | 183 |
| 48 | 188 | 190 | 195 | 196 | $\mathbf{1 9 7}$ | 197 | 197 | 197 | 197 | 197 |
| 50 | 199 | 201 | 204 | $\mathbf{2 0 5}$ | 205 | 205 | 205 | 205 | 205 | 205 |

Tab. 5.4: Average results with different MaxNonImp values for $k=7$

| N | MNI- | MNI- | MNI- | MNI- | MNI- | MNI- | MNI- | MNI- | MNI- | MNI- |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | 50 | 100 | 250 | 500 | 750 | 1000 | 1250 | 1500 | 1750 | 2000 |
| 6 | $\mathbf{4 5}$ | 45 | 45 | 45 | 45 | 45 | 45 | 45 | 45 | 45 |
| 8 | 78 | 78 | $\mathbf{7 9}$ | 79 | 79 | 79 | 79 | 79 | 79 | 79 |
| 10 | 108 | 109 | 110 | 110 | 110 | 110 | 110 | 110 | 110 | 110 |
| 12 | 152 | $\mathbf{1 5 4}$ | 154 | 154 | 154 | 154 | 154 | 154 | 154 | 154 |
| 14 | 215 | 216 | $\mathbf{2 1 7}$ | 217 | 217 | 217 | 217 | 217 | 217 | 217 |
| 16 | 246 | 247 | 247 | 248 | 248 | 248 | $\mathbf{2 4 9}$ | 249 | 249 | 249 |
| 18 | 292 | 295 | 296 | 296 | $\mathbf{2 9 7}$ | 297 | 297 | 297 | 297 | 297 |
| 20 | 353 | 358 | 359 | 359 | 359 | 359 | 359 | 359 | $\mathbf{3 6 0}$ | 360 |
| 22 | 414 | 417 | 419 | 420 | 421 | $\mathbf{4 2 2}$ | 422 | 422 | 422 | 422 |
| 24 | 488 | 489 | 492 | 492 | $\mathbf{4 9 3}$ | 493 | 493 | 493 | 493 | 493 |
| 26 | 555 | 556 | 559 | 561 | $\mathbf{5 6 2}$ | 562 | 562 | 562 | 562 | 562 |
| 28 | 626 | 630 | 634 | 634 | $\mathbf{6 3 7}$ | 637 | 637 | 637 | 637 | 637 |
| 30 | 703 | 706 | 711 | 713 | 714 | 714 | 714 | 714 | 714 | 714 |
| 32 | 789 | 793 | 796 | 796 | 797 | $\mathbf{7 9 9}$ | 799 | 799 | 799 | 799 |
| 34 | 882 | 884 | 887 | 889 | 889 | 889 | 889 | 889 | 890 | 890 |
| 36 | 957 | 962 | 968 | 971 | 971 | 971 | 971 | 971 | 971 | $\mathbf{9 7 2}$ |
| 38 | 1040 | 1042 | 1044 | 1045 | 1048 | 1048 | 1048 | 1049 | 1049 | 1049 |
| 40 | 1138 | 1140 | 1145 | 1147 | 1150 | 1150 | $\mathbf{1 1 5 1}$ | 1151 | 1151 | 1151 |
| 42 | 1233 | 1234 | 1236 | 1238 | 1239 | $\mathbf{1 2 4 1}$ | 1241 | 1241 | 1241 | 1241 |
| 44 | 1332 | 1337 | 1340 | 1342 | 1342 | 1342 | 1343 | 1343 | $\mathbf{1 3 4 4}$ | 1344 |
| 46 | 1440 | 1446 | 1449 | 1449 | 1452 | 1452 | $\mathbf{1 4 5 3}$ | 1453 | 1453 | 1453 |
| 48 | 1547 | 1560 | 1569 | 1570 | 1571 | 1572 | 1572 | 1572 | $\mathbf{1 5 7 4}$ | 1574 |
| 50 | 1684 | 1690 | 1694 | 1695 | 1697 | 1697 | $\mathbf{1 6 9 9}$ | 1699 | 1699 | 1699 |

Tab. 5.5: Average results with different MaxNonImp values for $k=10$

| N | MNI- | MNI- | MNI- | MNI- | MNI- | MNI- | MNI- | MNI- | MNI- | MNI- |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | 50 | 100 | 250 | 500 | 750 | 1000 | 1250 | 1500 | 1750 | 2000 |
| 6 | $\mathbf{6 7}$ | 67 | 67 | 67 | 67 | 67 | 67 | 67 | 67 | 67 |
| 8 | 113 | $\mathbf{1 1 4}$ | 114 | 114 | 114 | 114 | 114 | 114 | 114 | 114 |
| 10 | 172 | 173 | $\mathbf{1 7 4}$ | 174 | 174 | 174 | 174 | 174 | 174 | 174 |
| 12 | 238 | 238 | 239 | $\mathbf{2 4 0}$ | 240 | 240 | 240 | 240 | 240 | 240 |
| 14 | 311 | 313 | 313 | $\mathbf{3 1 4}$ | 314 | 314 | 314 | 314 | 314 | 314 |
| 16 | 402 | 403 | 404 | 404 | 405 | $\mathbf{4 0 6}$ | 406 | 406 | 406 | 406 |
| 18 | 505 | 507 | 508 | $\mathbf{5 0 9}$ | 509 | 509 | 509 | 509 | 509 | 509 |
| 20 | 639 | 639 | 641 | 643 | 643 | 643 | $\mathbf{6 4 4}$ | 644 | 644 | 644 |
| 22 | 698 | 699 | 700 | 702 | 702 | 703 | 703 | 703 | 703 | $\mathbf{7 0 4}$ |
| 24 | 801 | 807 | 808 | 808 | $\mathbf{8 0 9}$ | 809 | 809 | 809 | 809 | 809 |
| 26 | 922 | 927 | 930 | 933 | 933 | $\mathbf{9 3 4}$ | 934 | 934 | 934 | 934 |
| 28 | 1053 | 1057 | 1060 | 1061 | 1061 | 1062 | 1062 | $\mathbf{1 0 6 3}$ | 1063 | 1063 |
| 30 | 1197 | 1198 | 1198 | 1199 | 1199 | 1200 | 1200 | 1200 | $\mathbf{1 2 0 1}$ | 1201 |
| 32 | 1341 | 1347 | 1349 | 1350 | 1351 | 1351 | 1351 | 1351 | 1351 | $\mathbf{1 3 5 2}$ |
| 34 | 1500 | 1502 | 1507 | 1511 | 1511 | 1511 | 1511 | 1511 | $\mathbf{1 5 1 2}$ | 1512 |
| 36 | 1670 | 1672 | 1675 | 1675 | $\mathbf{1 6 7 6}$ | 1676 | 1676 | 1676 | 1676 | 1676 |
| 38 | 1845 | 1848 | 1855 | 1855 | $\mathbf{1 8 5 7}$ | 1857 | 1857 | 1857 | 1857 | 1857 |
| 40 | 2067 | 2071 | 2077 | 2078 | 2078 | 2079 | 2080 | 2080 | 2080 | 2080 |
| 42 | 2174 | 2178 | 2182 | 2189 | 2189 | $\mathbf{2 1 9 0}$ | 2190 | 2190 | 2190 | 2190 |
| 44 | 2350 | 2353 | 2358 | 2363 | 2363 | 2363 | 2363 | 2363 | $\mathbf{2 3 6 4}$ | 2364 |
| 46 | 2546 | 2549 | 2557 | 2558 | 2561 | 2562 | 2563 | 2563 | 2563 | $\mathbf{2 5 6 4}$ |
| 48 | 2742 | 2750 | 2757 | 2763 | 2763 | 2764 | 2764 | 2767 | 2767 | $\mathbf{2 7 6 8}$ |
| 50 | 2970 | 2974 | 2978 | 2980 | $\mathbf{2 9 8 1}$ | 2981 | 2981 | 2981 | 2981 | 2981 |

Tab. 5.6: Best Mm values and number of times they are attained over $R=5$ runs with different MaxNonImp values

| N | $k=3$ |  |  | $k=7$ |  |  | $k=10$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{array}{r} \hline \text { MNI- } \\ 100 \end{array}$ | $\begin{gathered} \hline \text { MNI- } \\ 1000 \end{gathered}$ | $\begin{aligned} & \text { MNI- } \\ & 2000 \end{aligned}$ | $\begin{array}{r} \text { MNI- } \\ 100 \end{array}$ | $\begin{aligned} & \text { MNI-- } \\ & 1000 \end{aligned}$ | $\begin{gathered} \text { MNI- } \\ 2000 \end{gathered}$ | $\begin{array}{r} \hline \text { MNI- } \\ 100 \end{array}$ | $\begin{aligned} & \text { MNI- } \\ & 1000 \end{aligned}$ | $\begin{aligned} & \text { MNI- } \\ & 2000 \end{aligned}$ |
| ${ }^{6}$ | [14,5] | [14,5] | [14,5] | [46,1] | [47,1] | [47,1] | [67,4] | [67,5] | [67,5] |
| 8 | (19,5] | [21,1] | [21,1] | [79,1] | [79,3] | [79,3] | [114.4] | [114,5] | [114,5) |
| 10 | [27,1] | [27,4] | [27,4] | [110,1] | [111,1] | [111,1] | [174,1] | [174,5] | [174,5] |
| 12 | [33,5] | [36,1] | [36,1] | [155,2] | [155,3] | [155,3] | [240,1] | [241,1] | [241,1] |
| 14 | [42,1] | [42,2] | [42,2] | [218,1] | [218,1] | [218,1] | [314,2] | [315,1] | [315,2] |
| 16 | [50,1] | [50,2] | [50,2] | [250,1] | [250,1] | [250,2] | [405,1] | [407,2] | [407,2] |
| 18 | [54,5] | [56,1] | [56,1] | [297,1] | [300,2] | [300,2] | [509,1] | [512,1] | [512,1] |
| 20 | [62,5] | [62,5] | [62,5] | [363,1] | [364,1] | [365,1] | [642,1] | [645,1] | [645,1] |
| 22 | [70,1] | [73,1] | [73,1] | [419,2] | (425,1] | [425,1] | [701,1] | [704,2] | [704,3] |
| 24 | [81,1] | [81,5] | [81,5] | [490,2] | [496,1] | [496,1] | [812,1] | [813,1] | [813,1] |
| 26 | [86,5] | [89,2] | [89,2] | [562,1] | [565,1] | [565,1] | [932,1] | [946,1] | [946,1] |
| 28 | [98,1] | [98,3] | [98,3] | [635,1] | [641,1] | [641,1] | [1070,1] | [1070,1] | [1070,1] |
| 30 | [105,1] | [108,1] | [108,1] | [712,1] | [725,1] | [725,1] | [1204,1] | [1207,1] | [1210.1] |
| 32 | [116,1] | [117,1] | [177,1] | [795,1] | [800,3] | [800,3] | [1353,1] | [1354,1] | [1354,1] |
| 34 | [123,1] | [126,2] | [126,3] | [890,1] | [897,1] | [897,1] | [1506,1] | [1514,1] | [1514,1] |
| 36 | [131,1] | [134,3] | [134,5] | [965,1] | [978,1] | [978,1] | [1675.1] | [1690,1] | [1690,1] |
| 38 | [140.1] | (146,4] | [146,4] | [1047, 1] | [1053,1] | [1055,1] | [1867,1] | [1870,1] | [1870,1] |
| 40 | [150,1] | [154.3] | [154,3] | [1145, 1] | [1162,1] | [1162, 1] | [2088,1] | [2102,1] | [2102,1] |
| 42 | [162,1] | [166,1] | [168,1] | [1237,2] | [1249,1] | [1249,1] | [2186, 1] | [2198,1] | [2198,1) |
| 44 | [173,1] | [178,1] | [182,1] | [1347,1] | [1347,2] | [1347,2] | [2369,1] | [2373,1] | [2374,1] |
| 46 | [184,1] | [186,1] | [186,1] | [1461,1] | [1470,1] | [1470, ${ }^{\text {] }}$ ] | [2564,1] | [2570,1] | [2573,2] |
| 48 | [195.1] | [200,1] | [201,1] | [1569,1] | [1586,1] | [1586,1] | [2759.1] | [2774,1] | [2774,1] |
| 50 | [203.1] | [210,1] | [210,1] | [1697,1] | [1707,1) | [1707,1] | [2983,1] | [2986,1] | [2986,1] |
| $\begin{aligned} & \hline \text { Time } \\ & \text { (hrs) } \end{aligned}$ | 1.73 | 16.14 | 25.96 | 17.51 | 116.21 | 190.17 | 28.83 | 197.81 | 325.31 |

MaxNonImp as a function of $N$ and $k$. However, in what follows we will not look for the best compromise between quality of the results and computation times, but only perform experiments with $M a x N o n I m p=100$, which will turn out to be already quite significative.

### 5.4 Further experiments

In this section we compare the performance of ILS coupled with the $\operatorname{Opt}\left(D_{1}, \phi\right)$ optimality criterion with the existing literature as well as with the previously discussed ILS approach coupled with the $\operatorname{Opt}\left(D_{1}, J_{1}\right)$ optimality criterion (whose results are already reported in Section 4.5). The experiments about ILS with $\operatorname{Opt}\left(D_{1}, \phi\right)$ have been performed with the following settings:- Local search procedure: local move $\mathcal{L} \mathcal{M}_{R p \phi}$ with FI acceptance rule; perturbation moves : SCOE; MaxNonImp $=100 ; p=20$; LHDs : $N=2,3, \ldots, 100$ with $k=3,4, \ldots, 10$. The number of runs for each ( $N, k$ ) pair are reported in Table 5.2. In the same table we also recall the number of runs performed with $\operatorname{Opt}\left(D_{1}, J_{1}\right)$. Note that due to the larger computational times required by $\operatorname{Opt}\left(D_{1}, \phi\right)$ with $\mathcal{L} \mathcal{M}_{R p \phi}$ local moves, we performed considerably fewer runs with this setting with respect to $\operatorname{ILS}$ with $\operatorname{Opt}\left(D_{1}, J_{1}\right)$.

### 5.4.1 Comparison of ILS approaches based on the $\operatorname{Opt}\left(D_{1}, J_{1}\right)$ and $\operatorname{Opt}\left(D_{1}, \phi\right)$ optimality criteria

At first we compare the performance of ILS coupled with the $\operatorname{Opt}\left(D_{1}, \phi\right)$ optimality criterion (in what follows simply denoted as $\operatorname{ILS}(\phi)$ ) with that of ILS coupled with the $\operatorname{Opt}\left(D_{1}, J_{1}\right)$ optimality criterion (in what follows simply denoted as $\operatorname{ILS}\left(D_{1}\right)$ again). The experimental results are displayed in Figure 5.4. In Figure 5.4(a) we report the absolute improvement (regarding Mm values) of $\operatorname{ILS}(\phi)$ with respect to $\operatorname{ILS}\left(D_{1}\right)$ for each $N$ and $k=4,7,10$. Figure 5.4(b) displays the relative increase in the elapsed time of $\operatorname{ILS}(\phi)$ with respect to $\operatorname{ILS}\left(D_{1}\right)$. We notice that for $N<20$ the performance of the two approaches are compara-

Tab. 5.7: The number $R$ of ILS runs (with the optimality criteria $\operatorname{Opt}\left(D_{1}, J_{1}\right)$ and Opt $\left(D_{1}, \phi\right)$ ) for the different ( $N, k$ ) pairs

| $k$ | (a) Opt $\left(D_{1}, J_{1}\right)$ |  |  | (b) $\operatorname{Opt}\left(D_{1}, \phi\right)$ |  |  |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | $N=$ | $N=$ | $N=$ | $N=$ | $N=$ | $N=$ |
|  | $2-25$ | $26-50$ | $51-100$ | $2-25$ | $26-50$ | $51-100$ |
| 3 | 500 | 100 | 50 | 100 | 10 | 10 |
| 4 | 500 | 100 | 50 | 100 | 10 | 10 |
| 5 | 500 | 100 | 50 | 10 | 10 | 5 |
| 6 | 500 | 100 | 10 | 10 | 10 | 5 |
| 7 | 500 | 100 | 10 | 10 | 10 | 5 |
| 8 | 500 | 100 | 10 | 10 | 10 | 5 |
| 9 | 500 | 100 | 10 | 10 | 10 | 2 |
| 10 | 500 | 100 | 10 | 10 | 10 | 2 |

ble for all the $k$ values considered both from the point of view of the quality and from the point of view of the computation times. But for $N>20$, we notice in Figure 5.4(a) that the absolute improvement of $\operatorname{ILS}(\phi)$ increases quite quickly both with $N$ and with $k$. In Figure 5.4(b) we notice that, in spite of the lower number of runs, $\operatorname{ILS}(\phi)$ is still more computationally demanding with respect to $\operatorname{ILS}\left(D_{1}\right)$. The figure does not show a regular pattern due to the changes in the number of runs which occur at different $N$ and $k$ values. However, we can notice that there are minor differences up to $N=50$, while for $N>50$ the computation times for $\operatorname{ILS}(\phi)$ never gets larger than twice those of $\operatorname{ILS}\left(D_{1}\right)$. However, it is worthwhile to recall, that according to some further experiments over a limited set of instances, increasing the computational cost of $\operatorname{ILS}\left(D_{1}\right)$ at the same or even at a higher level with respect to that of $\operatorname{ILS}(\phi)$ by increasing the number of runs, was not enough to reach the same Mm values obtained by $\operatorname{ILS}(\phi)$ (see Table 5.8). We emphasize once again that the superiority of $\operatorname{ILS}(\phi)$, mostly motivated by the non monotonic search through the $D_{1}$ values induced by the monotonic search through the $\phi$ values, appears to us as a quite remarkable fact. The searches performed by $\operatorname{ILS}(\phi)$ are definitely more costly, but, according to the results, such larger costs are well paid in terms of quality of the results.

### 5.4.2 Comparison of $\operatorname{ILS}(\phi)$ with the existing literature

Now we would like to compare our experimental results with those available in literature as well as the latest results available at the web site [276]. For the comparison with the existing literature, we will refer to the same approaches already considered in Section 4.5, namely the approach in [178], denoted as $S A_{-} M$, and the approaches proposed in [117], denoted as PD and SA approaches. We will denote the updated web site values as Web (or BestKnown) values. These are improvements obtained through the PD and SA approaches discussed in [117]. The last update was done in January, 21st 2008. Note that, differently from the results reported in the paper [117], the computation times to deliver the updates are not reported in the web site.

At first we compare our approach with the SA.M approach. The comparison

Tab. 5.8: Results for $\operatorname{ILS}\left(D_{1}\right)$ and $\operatorname{ILS}(\phi)$ with comparable computation times (in seconds) over some instances

| $(N, k)$ | Mm Values |  | elapsed times |  |
| :---: | ---: | ---: | ---: | ---: |
|  | ILS $\left.\left(D_{1}\right)\right)$ | ILS $((\phi)$ | ILS $\left.\left(D_{1}\right)\right)$ | ILS $(\phi)$ |
| $(13,5)$ | 103 | 104 | 91.2 | 35.5 |
| $(14,5)$ | 115 | 116 | 113.1 | 60.1 |
| $(17,5)$ | 158 | 159 | 201.3 | 78.6 |
| $(18,5)$ | 171 | 172 | 240.2 | 160.3 |
| $(19,5)$ | 187 | 189 | 315.1 | 255.4 |
| $(20,5)$ | 201 | 206 | 375.8 | 312.0 |
| $(21,5)$ | 224 | 229 | 438.4 | 307.3 |
| $(24,5)$ | 263 | 269 | 690.1 | 452.9 |
| $(25,5)$ | 277 | 286 | 781.9 | 737.4 |
| $(11,7)$ | 131 | 132 | 96.8 | 65.4 |
| $12(, 7)$ | 154 | 155 | 126.7 | 94.7 |
| $(14,7)$ | 215 | 217 | 200.3 | 135.7 |
| $(25,7)$ | 508 | 531 | 1450.2 | 1269.1 |
| $(12,10)$ | 238 | 240 | 239.9 | 111.0 |
| $(13,10)$ | 272 | 275 | 309.5 | 191.9 |
| $(14,10)$ | 309 | 313 | 389.8 | 275.1 |
| $(15,10)$ | 351 | 358 | 492.5 | 418.8 |
| $(16,10)$ | 397 | 406 | 623.0 | 600.1 |
| $(17,10)$ | 445 | 458 | 757.9 | 800.2 |
| $(18,10)$ | 496 | 509 | 927.9 | 942.5 |
| $(19,10)$ | 545 | 569 | 1185.9 | 834.4 |
| $(20,10)$ | 607 | 641 | 1441.4 | 692.3 |
| $(21,10)$ | 640 | 648 | 1697.9 | 588.1 |
| $(22,10)$ | 687 | 704 | 2031.0 | 1738.9 |
| $(23,10)$ | 733 | 750 | 2269.8 | 1881.3 |
| $(24,10)$ | 791 | 818 | 2668.7 | 2925.3 |
| $(25,10)$ | 847 | 875 | 3146.1 | 1914.0 |

Tab. 5.9: Comparison between SAM and $\operatorname{ILS}(\phi)$

| $N$ | $k=3$ |  | $k=4$ |  | $k=5$ |  | For others $k \& N$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SA.M | $\begin{gathered} \text { ILS } \\ (\phi) \end{gathered}$ | SA.M | $\begin{gathered} \text { ILS } \\ (\phi) \end{gathered}$ | SA.M | $\begin{gathered} \text { ILS } \\ (\phi) \end{gathered}$ | ( $\mathrm{N} ; \mathrm{k}$ ) | SA.M | ILS <br> ( $\phi$ ) |
| 2 | 3 | 3 | 4 | 4 | 5 | 5 | $(6 ; 6)$ | 40 | 40 |
| 3 | 6 | 6 | 7 | 7 | 8 | 8 |  |  |  |
| 4 | 6 | 6 | 12 | 12 | 14 | 14 | $(7 ; 7)$ | 61 | 61 |
| 5 | 11 | 11 | 15 | 15 | 24 | 24 | $(14 ; 7)$ | 219 | 217 |
| 6 | 14 | 14 | 22 | 22 | 32 | 32 |  |  |  |
| 7 | 17 | 17 | 28 | 28 | 40 | 40 | $(8 ; 8)$ | 91 | 91 |
| 8 | 21 | 21 | 42 | 42 | 50 | 50 |  |  |  |
| 9 | 22 | 22 | 42 | 42 | 61 | 61 | $(9 ; 9)$ | 126 | 127 |
| 10 | 27 | 27 | 50 | 50 | 82 | 82 |  |  |  |
| 11 | 29 | 30 | 55 | 55 | 80 | 81 |  |  |  |
| 12 | 36 | 36 | 63(2) | 63(1) | 91 | 93 |  |  |  |



Fig. 5.4: Comparison between the performance of $\operatorname{ILS}\left(D_{1}\right)$ and $\operatorname{ILS}(\phi)$
results are given in Table 5.9. We observe that there are five improvements obtained by $\operatorname{ILS}(\phi)$ and a failure (the same as $\operatorname{ILs}\left(D_{1}\right)$ ). It is also worthwhile to remark that $\operatorname{ILS}(\phi)$ is even able to improve the solution for the case $(N, k)=(14,7)$ (with a Mm value equal to 220, see Appendix A) and to get the same result as $\operatorname{ILS}\left(D_{1}\right)$ in the case $(N, k)=(9,9)$ by increasing the number of runs and/or changing different $p$ values.

Now we compare our approach with PD and SA approaches presented in [117] as well as with the updated results reported in [276]. The comparison results are displayed in Table 5.10. We observe that $\operatorname{ILS}(\phi)$ is able to detect a very large amount of improved solutions with respect to the best known ones. This is in particular true at large $k$ values. For $k \geq 6$, with the exception of few number of low $N$ values, all the solutions returned by $\operatorname{ILS}(\phi)$ are improvements of the best known results.

It is interesting to have a closer look at the comparison with the PD approach. Although this usually delivers worse results, as already previously discussed, it seems that the PD approach tends to perform better and better as $N$ increases. Figure 5.5(a) displays the absolute improvement and Figure 5.5(b) displays the relative improvement of the ILS approach with respect to the PD approach for $k=3,4$. Figure 5.6 displays the same information for $k=5,6,7$. The improved performance of PD as $N$ increases can be clearly noticed in Table 5.10 and in Figure 5.5 for $k=3,4$. But it can also be remarked in Figure 5.6(d) where we notice that the relative improvement of $\operatorname{ILS}(\phi)$ with respect to PD tends to decrease as $N$ increases (although the absolute improvement is clearly increasing).

We still need to comment about the computation times. As already remarked we do not have information about those required to obtain the Web results. It is however quite clear that $\operatorname{ILS}(\phi)$ is more computationally demanding with respect to PD and SA. Such higher costs are clearly rewarded in terms of quality of the results but we might wonder about the quality of the results if we impose time restrictions on ILS. According to some further experiments that we per-


Fig. 5.5: Comparison between PD and $\operatorname{ILS}(\phi)$ for $k=3,4$


Fig. 5.6: Comparison between PD and $\operatorname{ILS}(\phi)$ for $k=5,6,7$
formed, we could realize that, especially at large $k$ values, equivalent or better results with respect to the PD and SA ones, could quickly be reached by $\operatorname{ILS}(\phi)$. Therefore, it seems that at large $k$ values even few and short runs of $\operatorname{ILS}(\phi)$ are able to deliver results better than those reached by PD and SA.

### 5.5 Experiments about the complexity analysis of $\operatorname{ILS}(\phi)$

In this section we perform some experiments to derive a formula connecting the computation times of $\operatorname{ILS}(\phi)$ with $N$ and $k$. The analysis will be similar to the one previously done for $\operatorname{ILS}\left(D_{1}\right)$. For these experiments we consider $\operatorname{ILS}(\phi)$ with the following setting: Local Search: acceptance criterion=First Improve (FI), local move $=\mathcal{L} \mathcal{M}_{R p \phi}$; stopping criterion: MaxNonImp=100; Perturbation Technique $=$ SCOE .

Tab. 5.10: Comparison between PD, SA, Web and ILS $(\phi)$ results. Note that Times




Fig. 5.7: The history of WL values for $(\mathrm{a})(k, N)=(7,10) ;$ (b) $(k, N)=(7,50)$ during LocalSearch

We will first discuss the time required by a local search. We do not discuss the time required by each swap move: this is the same as in $\operatorname{ILS}\left(D_{1}\right)$ and is at most $O(N)$. However, the number of swap moves which have to be attempted at each iteration is now different. Indeed, since we are considering the $\mathcal{L} \mathcal{M}_{R p \phi}$ local move, we have to consider all possible pairs of points (also those not involving critical points). Therefore, the number of swap operations is $O\left(k N^{2}\right)$. Note that this is an upper bound: since we are employing the FI acceptance criterion, we perform swap operations only until an improvement is observed.

Next, we need to derive some formula for the number of times the While-Loop is executed during a local search, i.e. for the number of iterations performed by a local search. As before, we will denote this number with WL. Note that with respect to $\operatorname{ILS}\left(D_{1}\right)$ we made a change in the local search, adopting the FI acceptance criterion rather than the BI one. Figure 5.7 shows the history
of WL values during different local searches for (a) $(k, N)=(7,10))$ and (b) $(k, N)=(7,50)$. We observe in Figure 5.7(a) that most of the time WL lies near 5 and never exceeds 12 , whereas in (b) we notice that most of the time WL lies near 35 and the maximum value of WL is near 90 . Therefore, it seems that WL increases together with $N$ both for what concerns Average WL (AWL) values and Maximum WL (MWL) values. Figure 5.8 shows more clearly the relation between $N$ and MWL as well as AWL. We observe that there is a linear impact of $N$. In order to establish the dependency of WL on $k$, we perform other experiments with $k=2 i: i=1,2, \cdots, 40$ and $N=10,25,50,75$. The relation between WL and $k$ is not quite clear. Indeed, we observe in Figure 4.21 that WL is increasing with $k$ for $k<10$ but after that it decreases and finally tends to get stable around a constant value. It seems that by enlarging $k$ the local search is able to reach a local minimum in quite few iterations with respect to lower values of $k$. This might be due to the fact that by increasing $k$ we also enlarge the size of the neighborhood explored at each iteration of a local search. In what follows we will neglect the dependency of WL on $k$ and


Fig. 5.8: The impact of $N$ on (a) MWL (b) AWL


Fig. 5.9: The Impact of $k$ on AWL


Fig. 5.10: The Impact of $k$ on execution of AWL during LocalSearch with FI(First Improve) in $\operatorname{Opt}\left(D_{1}, J_{1}\right)$
only consider WL as $O(N)$, but we should keep in mind that at small $k$ values a dependency of WL on $k$ is in fact present. Since when testing $\operatorname{ILS}\left(D_{1}\right)$ we employed the BI acceptance criterion, we would like to check, for completeness, if such phenomenon, i.e. the non dependency of WL on $k$ at large $k$ values, is somehow connected to the fact that we have considered the FI acceptance criterion. For this reason, we have performed another experiment with $\operatorname{ILS}\left(D_{1}\right)$ but with the FI acceptance criterion. We considered LHDs: $k=2 i: i=1,2, \cdots, 40$ with $N=10,50$. We observe in Figure 5.10 that WL increases quickly at small $k$ values, while at large $k$ values WL still increases, though more slowly. Such behavior is quite similar to the one observed in $\operatorname{ILS}\left(D_{1}\right)$ with the BI acceptance criterion.

If we put together the expected times for all the components of a local search, we can conclude that the approximate time required by a local search is

$$
T \approx O\left(k^{r} N^{q}\right)
$$

where we expect that the $q$ value is close to 4 , while the $r$ value could range between 1 and 2 . In order to find out the values of $q$ and $p$ experimentally, we performed the following experiments. At first we perform experiments to find the approximate value of $q$. For these experiments we considered $k=5$ and $N=20,21, \cdots, 80$ and run $\operatorname{ILS}(\phi)$ ten times for each LHD. In Figure


Fig. 5.11: Elapsed time per local search as a function of $N$


Fig. 5.12: Linear regression between $\log (T)$ and $\log (N)$
5.11, we plotted the average execution time per local search as a function of $N$. We observe that the increase with $N$ is non linear. Therefore, we applied the logarithmic transformation

$$
\log T=q(\log N-b)
$$

where $T$ denotes the average elapsed time, and then fitted the data in a linear regression. According to the data, we have that the value of $q$ is 3.92 (see Figure $5.12)$, thus very close to the expected one, 4 .

Now to find out the approximate value of $r$ we performed experiments by considering LHDs with $k=2 i: i=1,2, \ldots, 25$ with $N=50$. Figure 5.13 shows the impact of $k$ on the average elapsed time per local search. In the figure we observe that $T$ increases somewhat linearly with the increase of $k$. In order to find out the approximate time complexity with respect to $k$, we have fitted the data (see Figure 5.14) and detected a value of $r$ approximately equal to 1.13,


Fig. 5.13: Impact of $k$ on $T$


Fig. 5.14: The approximate time complexity of $k$ for LS obtained by the experiments


Fig. 5.15: Relation between the number of perturbations and $N$
again in accordance with what previously derived .
In order to derive the overall time complexity of $\operatorname{ILS}(\phi)$ we still need to derive a formula for the number of perturbations (i.e. the number of local searches) performed during each ILS run. To find out the impact of $N$ on such number
we considered LHDs with $k=5$ and $N=3,4, \ldots, 80$ performing ten runs for each LHD. From the experiments (see Figure 5.15) we notice that there is a significant impact of $N$ on the number of perturbations. We also try to establish a functional relation between $N$ and the number of perturbations. Similarly to what already observed for $\operatorname{ILS}\left(D_{1}\right)$, the relation appears to be a logarithmic one with respect to $N$ (see the dot curve in Figure 5.15). We point out that in both cases such logarithmic behavior is probably due to the fact that a fixed value for MaxNonImp ( 100 for $\operatorname{ILS}(\phi), 1000$ for $\left.\operatorname{ILS}\left(D_{1}\right)\right)$ has been employed in all these tests, so that the total number of perturbations tends to get stable as we increase $N$.
To find out the impact of $k$ on the number of perturbations, we considered LHDs with $N=50$ and $k=2 i: i=1, \ldots, 10$. From the experiments we notice that, in spite of a peak at $k=6$, there is no significant impact of $k$ on the number of perturbations invoked during a run (see the bar diagram in Figure 5.16).

In conclusion, summing up all the previous observations, we have that the time required for a single $\operatorname{ILS}(\phi)$ run appears to be $O\left(k^{r} N^{q} \log (N)\right)$, with $r$ slightly larger than 1 and $q$ slightly lower than 4 .


Fig. 5.16: Impact of $k$ on the number of perturbations

## 6. PACKING PROBLEMS: DEFINITIONS AND MATHEMATICAL MODELS

The general problem of finding the densest packing of objects without overlapping in a bounded space is a classical one which has a wide spectrum of applications in scientific as well as engineering fields [56, 60, 61, 224, 225, 229, 230]. The packing problem consists of packing a set of geometric objects of fixed dimensions and shape into a region $\Omega$ of predefined shape, in such a way that the dimension of the region is as small as possible. In this thesis we consider two-dimensional packing problems. Moreover we focus on the special case where the $n$ objects are identical (non-identical) circles, the region $\Omega$ is circular and the objective function is to minimize the radius of the region $\Omega$. Therefore, we consider the Identical Circles Packing in a Circular Container (ICPCC in what follows) problem and the Non-Identical Circles Packing in a Circular Container (NICPCC in what follows) problem. If we denote by $C$ the circular container, by $r$ its radius, by $C_{i}, i \in I=\{1,2, \ldots, n\}$ the $n$ circles, and by $r_{i}, i \in I$, the radii of the $n$ circles, NICPCC amounts at searching for the smallest radius $r$ of $C$ such that $C_{i} \subseteq C \forall i \in I$, and $C_{i}^{0} \cap C_{j}^{0}=\emptyset$ for all $i \neq j$, where $C_{i}^{0}$ denotes the interior of circle $C_{i}$ (circles do not overlap). Of course, ICPCC can be viewed as a special case of NICPCC where $r_{i}=r_{j}$ for all $i, j$

### 6.1 Some definitions

If the positions of $n$ circles are fixed, we call the set of positions a configuration. In the Cartesian coordinate system a configuration is denoted as

$$
X=\left(x_{1}, y_{1}, \ldots, x_{i}, y_{i}, \ldots, x_{n}, y_{n}\right)
$$

where $\left(x_{i}, y_{i}\right)$ denotes the position of the center of circle $i$.
Definition 1: Given a configuration $X$, we say that two circles $i, j$ overlap, if

$$
\sqrt{\left(x_{i}-x_{j}\right)^{2}+\left(y_{i}-y_{j}\right)^{2}}<r_{i}+r_{j}
$$

We also define the embedded depth $E d_{i j}$ between the $i$-th circle and the $j$-th circle as

$$
E d_{i j}=\max \left\{0, r_{i}+r_{j}-\sqrt{\left(x_{i}-x_{j}\right)^{2}+\left(y_{i}-y_{j}\right)^{2}}\right\}
$$

Similarly, we say that the $i$-th circle and the large container circle overlap (with radius $r$ ), if

$$
\sqrt{x_{i}^{2}+y_{i}^{2}}>r-r_{i}
$$

The embedded depth $E d_{0 i}$ between them is defined as

$$
E d_{0 i}=\max \left\{0, r_{i}+\sqrt{x_{i}^{2}+y_{i}^{2}}-r\right\}
$$

Definition 2: Two circles $i, j$ are in touch (contact) if the distance between their centers is equal to the sum of their radii, i.e.,

$$
\sqrt{\left(x_{i}-x_{j}\right)^{2}+\left(y_{i}-y_{j}\right)^{2}}=r_{i}+r_{j}
$$

Definition 3: A circle is said to be free if the center of this circle can be moved by a positive distance in some direction without causing overlapping with other circles and with the circular container. Note that if a packing contains one or more free circles then the solution is obviously not unique.
See also Figure 6.1 for a graphical illustration of the definitions.

### 6.2 Mathematical models

Although the NICPCC and ICPCC problems are geometrical ones, they can be easily reformulated as global optimization ones. A possible mathematical model for the NICPCC problem is the following:

$$
\begin{equation*}
\min r \tag{6.1}
\end{equation*}
$$

subject to

$$
\begin{array}{cl}
\sqrt{x_{i}^{2}+y_{i}^{2}} \leq r-r_{i} & i \in I \\
\sqrt{\left(x_{i}-x_{j}\right)^{2}+\left(y_{i}-y_{j}\right)^{2}} \geq r_{i}+r_{j} & i, j \in I, \quad i<j \\
L B_{r} \leq r & \tag{6.4}
\end{array}
$$

where $L B_{r}=\max _{i \in I} r_{i}$ (of course, ICPCC can be viewed as the special case of NICPCC where $r_{i}=1$ for all $i \in I$ ). Constraints (6.2) indicate that each circle $i$ is within the container. There are $n$ such constraints, one for each circle ( $C_{i}$ ) (that is $E d_{0 i}=0$ for all $i \in I$ ). Constraints (6.3) guarantee the non-overlap condition for any pair of distinct circles ( $C_{i}, C_{j}$ ) (that is $E d_{i j}=0$ for all $i, j \in I$, $i \neq j$ ). There are $n(n-1) / 2$ such constraints. Constraint (6.4) provides a positive lower bound for the radius $r$ of the container circle [106]. It substitutes the non-negativity constraint. The model makes the NICPCC problem unbounded if we eliminate this constraint. Then, the model has a total of $(1+n(n+1) / 2)$ constraints, and $2 n+1$ variables: Among the $2 n+1$ variables, $2 n$ variables representing the coordinates $\left(x_{i}, y_{i}\right): i \in I$ of the $n$ circles, and one variable being the radius of the container circle $C$ (whose center is assumed to be the origin).

The above model can be modified in such a way that we can get rid of the square roots. The equivalent model is the following

$$
\min r
$$

subject to

$$
\begin{array}{cl}
x_{i}^{2}+y_{i}^{2}-r^{2}+2 r_{i} r \leq r_{i}^{2} & i \in I \\
\left(x_{i}-x_{j}\right)^{2}+\left(y_{i}-y_{j}\right)^{2} \geq\left(r_{i}+r_{j}\right)^{2} & i, j \in I, \quad i<j  \tag{6.5}\\
L B_{r} \leq r &
\end{array}
$$

This way the problem becomes a quadratic one (even with a linear objective function). Unfortunately, the quadratic constraints are "nasty" (non-convex) ones, thus making the problem a hard global optimization one with many local minimizers "hiding" the global one.

We finally remark that the optimal solutions of these problems need not be unique. For instance, if the optimal solution has free circles (see Definition 3), then we can move them around, thus obtaining an infinite set of solutions all with the same optimal radius of the container.

### 6.3 Problems equivalent to ICPCC

We conclude this chapter by observing that problem ICPCC is equivalent to a few other ones, namely:

- Problem E-1: Find the value of the maximum circle radius such that $n$ identical non-overlapping circles can be placed in a unit circular container.
- Problem E-2 : Locate $n$ points in a unit circular container such that the minimum pair-wise distance $d_{n}$ between any two points is maximal (maximin distance problem).
- Problem E-3 : Instead of fixing the radius of the circular container and searching for the maximum radius of the circles in the packing, one can equivalently search for the minimum ratio of the radius of the container to the radius of the circles in the packing without fixing them.

For a given number $n$ of circles, let $r_{n}$ be the optimal value of problem $\mathbf{E - 1}$, $d_{n}$ be the optimal value of problem $\mathbf{E - 2}$, and $D_{n}$ the optimal value of problem ICPCC. Then, it is well known that the following relations hold between such optimal values (see, e.g., [88])

$$
\begin{equation*}
D_{n}=1 / r_{n} \quad d_{n}=\frac{2 r_{n}}{1-r_{n}}, \quad D_{n}=1+\frac{2}{d_{n}} \tag{6.6}
\end{equation*}
$$

This is basically a consequence of the fact that given a collection of points in the unit circle at distance at least $d$ from each other, the points can serve as the centers of a collection of circles of diameter $d$ that will pack into a circle of diameter $1+d$ as also illustrated in Figure 6.2.


Fig. 6.1: Graphical illustration of the definitions


Fig. 6.2: Relation between points and circle packing

## 7. BASIN HOPPING ALGORITHMS FOR THE ICPCC PROBLEM

As a mathematical model for the ICPCC problem we will employ model (6.5) with $r_{i}=1$ for all $i \in I$. For the sake of completeness, we point out that other models, like, e.g., (6.1)-(6.4), or any other model which can be obtained by any monotonic transformation of the objective function, are all theoretically equivalent to model (6.5) but might have a different practical impact on the performance of the algorithms (for a discussion about this subject we refer to $[4,52])$. As already commented, the problem turns out to be a hard global optimization one, with the number of local minimizers tending to increase quite quickly with the number $n$ of circles (this fact will be experimentally verified in Section 8.1). Such large number of local minimizers indicates that the simplest approach based on multiple local searches, Multistart , where we simply start different local searches from randomly generated initial points, is deemed to failure. As an alternative to Multistart here we are proposing a Monotonic Basin Hopping (MBH) approach.

### 7.1 MBH approach for ICPCC problem

The MBH approach is quite close to Multistart (they only differ in the mechanism for the generation of the initial points) but at the same time will also turn out to be dramatically more efficient than Multistart, at least for this problem. For ease of reference we report here the short pseudo-code of a MBH approach

## Monotonic Basin Hopping

Step 1(Init): Let $X_{0}$ be randomly generated initial solution
Step 2: Let $X=\tau\left(X_{0}\right)$ be a local minimum
While SR not satisfied
Step 3(PM): Let $Y:=\zeta(X)$
Step 4(LS): Let $X^{\prime}:=\tau(Y)$
Step 5(AR): If $f\left(X^{\prime}\right)<f(X)$, then $X:=X^{\prime}$
EndIf
EndWhile
Return $X$

The main ingredients of the method (highlighted in the code) are: an Initialization step (Init), a Local Search procedure (LS) denoted here by $\tau$, a Perturbation Move (PM) denoted here by $\zeta$, an Acceptance Rule (AR) and a Stopping Rule (SR).

In the next subsections we will detail our choices of Init, LS, PM, AR and

SR for the problem at hand.

### 7.1.1 Initialization

The initialization step is rather simple: we randomly generate an initial solution $X_{0}$ within a large enough region, and then we start a local search from it. Note that this is exactly what Multistart performs at each iteration. The difference in MBH is that only the first local minimizer is detected in this way, all the others are detected by local searches starting at points generated by the perturbation move.

### 7.1.2 Local search procedure

As shown in (6.5), our problem can be viewed as a non-convex one with objective and constraint functions continuously differentiable infinitely many times. Therefore, any local search method for this kind of problems can be employed. However, according to our experience, SNOPT [76] appears to be particularly well suited for these problems. Of course, constraint satisfaction in SNOPT (in particular for what concerns the non-convex non-overlapping constraints) can only be guaranteed within a given tolerance (we set such tolerance to $10^{-12}$ for all the experiments). However, we remark that even in case of slight infeasibility of a given solution, we can easily restore feasibility by multiplying each variable by an appropriate factor (slightly) larger than 1.

### 7.1.3 Acceptance rule

Although in the pseudo-code above, following the monotonic principle, we have only defined a rather simple acceptance rule (namely, accept a candidate configuration only if it improves the current one), we would like to point out here that, following other heuristic approaches, like simulated annealing, also nonimproving moves (backtracking) could be accepted. In fact some sort of backtracking is advisable, since MBH tends sometimes to get trapped into local and not global minimizers, but, according to our experience, randomly restarting the search when no more progress is observed (see also the discussion about the stopping rule SR ) seems already a quite reasonable option.

### 7.1.4 Perturbation move

The perturbation move is certainly the main ingredient of MBH. We have already discussed that a good move should guarantee that the structure of the current local minimizer is not completely disrupted by the perturbation. This way, the method does not simply perform a random search among the local minimizers (as in Multistart), but it moves between different but "close" local minimizers, performing a sort of meta-local search (a local search in the space of local minimizers). In the case of equal circles we propose three simple perturbation moves, based on uniform random perturbation of some or all the coordinates of each circle's center within some interval $[-\Delta, \Delta]$. The moves are called Full Jerk (FJ), Random Partial Jerk (RPJ), and Fixed Partial Jerk (FPJ) and are briefly introduced below.

## (a) Full Jerk perturbation move

The FJ perturbation move is rather simple - all the center of the circles are displaced by some random quantity uniformly sampled within an interval $(-\Delta, \Delta)$. The single parameter $\Delta$, on which the perturbation depends, is of great importance. If $\Delta$ is too small, the starting point will be very likely in the basin of attraction of the current local minimizer (we are not disrupting at all the structure of the current local minimizer); on the other hand, if $\Delta$ is too large, the method becomes basically equivalent to a Multistart method (which disrupts the structure too much). In Section 8.3 we will further discuss the choice of $\Delta$ and perform experiments in order to select an appropriate value for it. The pseudo-code structure for the FJ move is as follows

## Pseudo-code of FJ

Step 1: Let $Z=\left\{z_{11}, z_{12}, \ldots, z_{n 1}, z_{n 2}\right\}$ be a local minimum
do $i=1$ to $n$
do $k=1$ to 2
Step 2: select $\Delta z_{i k} \in(-\Delta, \Delta)$ randomly
Step 3: set $z_{i k}^{\prime}:=z_{i k}+\Delta z_{i k}$
End do
End do
return $Z^{\prime}=\left\{z_{11}^{\prime}, z_{12}^{\prime}, \ldots, z_{n 1}^{\prime}, z_{n 2}^{\prime}\right\}$
(b) Random Partial Jerk perturbation move

The RPJ perturbation move is similar to FJ, the only difference being that not all the circle centers are perturbed but only a limited number of them, selected at random (the position of all the other circles is left unchanged). The pseudo-code of the RPJ technique is as follows

## Pseudo-code of RPJ

Step 1: Let $Z=\left\{z_{11}, z_{12}, \ldots, z_{n 1}, z_{n 2}\right\}$ be a local minimum and set $Z^{\prime}=Z$ Step 2: select $\Delta n \in(1, n)$ randomly;
Step 3: randomly select a set $\bar{I} \subseteq I$ of cardinality $\Delta n$;
do $i=1$ to $n$
If $i \in \bar{I}$ then do $k=1$ to 2

Step 4: select $\Delta z_{i k} \in(-\Delta, \Delta)$ randomly
Step 5: set $z_{i k}^{\prime}:=z_{i k}+\Delta z_{i k}$ End do
End if
End do
return $Z^{\prime}=\left\{z_{11}^{\prime}, z_{12}^{\prime}, \ldots, z_{n 1}^{\prime}, z_{n 2}^{\prime}\right\}$
(c) Fixed Partial Jerk perturbation move

The proposed FPJ perturbation move is a variant of RPJ where the number $\Delta n$ of perturbed coordinates is not randomly selected but is fixed in advance. The pseudo-code structure of the FPJ technique is as follows

## Pseudo-code of FPJ

Step 1: Let $Z=\left\{z_{11}, z_{12}, \ldots, z_{n 1}, z_{n 2}\right\}$ be a local minimum and set $Z^{\prime}=Z$ Step 2: set $\Delta n \in(1, n)$ deterministically
Step 3: randomly select a set $\bar{I} \subseteq I$ of cardinality $\Delta n$;
do $i=1$ to $n$
If $i \in \bar{I}$ then

$$
\text { do } k=1 \text { to } 2
$$

Step 4: select $\Delta z_{i k} \in(-\Delta, \Delta)$ randomly
Step 5: set $z_{i k}^{\prime}:=z_{i k}+\Delta z_{i k}$
End do

## End if

End do
return $Z^{\prime}=\left\{z_{11}^{\prime}, z_{12}^{\prime}, \ldots, z_{n 1}^{\prime}, z_{n 2}^{\prime}\right\}$
It is worthwhile to remark at this point that the initial configuration produced by any PM operation may be (and, in fact, often is) unfeasible. But we can easily restore feasibility by multiplying each variable for a large enough factor (unless the quite unlikely case of two circle centers being the same point occurs), or, alternatively, we can simply start the local search LS from the unfeasible point, letting LS itself restore feasibility.

### 7.1.5 Stopping rule

Ideally we would like to stop a method as soon as no more progress can be expected. For the Multistart method, for which, under mild assumptions, it can be proved that it is able to detect the global minimizer with probability one if we allow for an infinite number of local searches, this would mean stopping when the global minimizer has been detected. Instead, a single run of MBH does not necessarily lead to a global minimizer and might get stuck into a local minimizer from which it is unable to escape. In such case what we can do is simply to restart MBH from a new random starting point, thus ending up with a sort of Multistart where local searches are substituted by MBH runs (as already commented in Section 7.1.3, the alternative is to introduce backtracking in the search by changing the acceptance rule AR in such a way that also non-monotonic moves are performed). In practice, if no special information is available, we are unable to stop though when we are really sure that no more progress will be possible. The best we can do is to stop when no improvement has been observed for a sufficiently large number of iterations (of course, this is just a heuristic rule with no guarantee that improvements are not possible any more). The number of iterations without improvements after which we stop MBH is denoted by the parameter MaxNonImp. The choice of this parameter is particularly important: we should not stop too early (which could mean that we are not patient enough to reach the global minimizer) or too late (which would mean a waste of computational effort). The choice of this parameter will be computationally investigated in Section 8.2.

### 7.2 Population Basin Hopping for ICPCC Problem

Each run of MBH follows a single path through the space of local minimizers. An alternative to MBH is Population Basin Hopping (PBH) [95], inspired by
the Conformational Space Annealing algorithm (see, e.g., [144]), in which the single path search is substituted by a multiple path search. During this search, members of the population collaborate with each other in order to guarantee diversification of the search and to avoid the greediness which might characterize a single path search. All components of MBH are present in PBH. The new ingredient in PBH is the dissimilarity measure $\mathcal{D}$. New parameters are $N_{p}$ (the size of the population) and dcut (a threshold dissimilarity value). If we denote by $\mathcal{S}$ the space of the solutions at which we are interested (in ICPCC basically the local minimizers), the dissimilarity measure can be defined as the following function

$$
\mathcal{D}: \mathcal{S} \times \mathcal{S} \rightarrow \mathbb{R}^{+}
$$

which, for a given pair of solutions, quantifies the diversity between them. Ideally, given two solutions $X, Y \in \mathcal{S}, \mathcal{D}(X, Y)$ should be close to zero only if $X, Y \in \mathcal{S}$ are very "similar "and, in particular, equal to 0 only if they represent (modulo symmetries, rotations, translations, numbering of circles, and so on) the same solution. We allow the concept of similarity to be problem-specific; the only essential requirement we impose is that for similarity of a solution $X \in \mathcal{S}$ with itself, it must hold that $\mathcal{D}(X, X)=0[95]$.

Given the dissimilarity measure, the pseudo-code for PBH is the following.

## Population Basin Hopping

Step 0(Init): Let $\mathcal{X}_{0}$ be a set of $N_{p}$ randomly generated solutions
Step 1(LS): Compute $\mathcal{X}=\tau\left(\mathcal{X}_{0}\right)$ (initial population)
While the stopping rule SR is not satisfied
Step 2(PM): $\quad$ Compute $X_{i}^{\prime}:=\zeta\left(X_{i}\right): X_{i} \in \mathcal{X}, i=1,2, \ldots, N_{p}$
Step 3(LS): $\quad$ let $\mathcal{Y}:=\tau\left(\mathcal{X}^{\prime}\right): X_{i}^{\prime} \in \mathcal{X}^{\prime}, i=1,2, \ldots, N_{p}$ (pert. pop.)
Sequential Replacement: $\quad$ Repeat $Y_{i} \in \mathcal{Y}, \forall i=1,2, \ldots, N_{p}$
Step 4 let $X_{h} \in \mathcal{X}$ such that $\mathcal{D}\left(Y_{i}, X_{h}\right)$ is minimum
Step 5 (AR): $\quad$ if $\mathcal{D}\left(Y_{i}, X_{h}\right)<d c u t$ and $f\left(Y_{i}\right)<f\left(X_{h}\right)$ then
set $\mathcal{X}:=\mathcal{X} /\left\{X_{h}\right\} \cup\left\{Y_{i}\right\}$
EndIf
else if $\mathcal{D}\left(Y_{i}, X_{h}\right) \geq$ dcut then
select $X_{s} \in \mathcal{X}$ such that $f\left(X_{s}\right)$ is maximum, and
if $f\left(Y_{i}\right)<f\left(X_{s}\right)$ then
set $\mathcal{X}:=\mathcal{X} /\left\{X_{s}\right\} \cup\left\{Y_{i}\right\}$
EndIf
EndRepeat
EndWhile
Return $\mathcal{X}$

Basically, at each iteration: a set $\mathcal{Y}$ of new candidates is generated through the application of the perturbation move to each member of the population; each new candidate $Y_{k}, k=1, \ldots, N_{p}$, competes either with the member $X_{h}$ of the current population $\mathcal{X}$ most similar to it with respect to the dissimilarity measure $\mathcal{D}$ (if $\mathcal{D}\left(X_{h}, Y_{k}\right) \leq d c u t$ ), or with the worst member $X_{s}$ of the population (if $\mathcal{D}\left(X_{h}, Y_{k}\right)>$ dcut, i.e., $Y_{k}$ is dissimilar enough with respect to all
members of the current population); if it wins (i.e., if it has a better function value), it replaces $X_{h}$ (or $X_{s}$ ) in the population for the next iteration. Note that MBH is, in fact, a special case of PBH where $N_{p}=1$. There is a trade off between two conflicting objectives in choosing $N_{p}$. We have already outlined above the (possible) advantages of PBH: increasing $N_{p}$ increases diversification and decreases greediness. On the other hand, increasing $N_{p}$ also increases the computational effort per iteration. We will discuss appropriate choices for $N_{p}$ in Section 8.5.

The local search procedure and perturbations techniques of the PBH approach are the same as those for the MBH approach. Each individual is independently perturbed and a local search starts at the perturbed point. The real difference in PBH is represented by the acceptance rule. A candidate replaces the member of the population with which it competes only if it has a better function value as in MBH, but the member with which it competes is not necessarily (and, in fact, often it is not) the member of the population whose perturbation led to the candidate. Formally, a candidate $Y_{i}$ does not necessarily compete with its "father" $X_{i}$. This means that $Y_{i}$ could enter the new population even if $f\left(Y_{i}\right)>f\left(X_{i}\right)$ (a backtracking move which is not allowed in MBH), but also that $Y_{i}$ might not enter the new population even if $f\left(Y_{i}\right)<f\left(X_{i}\right)$ (this is called hesitation and might be profitable in order to avoid the drawbacks of a too greedy approach). The stopping rule SR is basically the same employed for MBH: we stop if the best member of the population does not change for a fixed number MaxNonImp of iterations. In the following subsection we discuss our choices for the dissimilarity measure and the dout value.

### 7.2.1 Dissimilarity measure

Since the dissimilarity measure $\mathcal{D}$ is the core component of the proposed PBH approach, we will discuss below a couple of possible choices of such measures for packing problems. Note that in [95] there are several dissimilarity measures proposed for molecular conformation problems. For what concerns the choice of the dcut value, we adopted in our PBH algorithm a simple definition: it is equal to half the average dissimilarity within the initial randomly generated population.

## (a) Distance dissimilarity measure

Let $X=\left\{\left(\alpha_{i 1}, \alpha_{i 2}\right)\right\}_{i=1, \ldots, n}$ and $Y=\left\{\left(\beta_{i 1}, \beta_{i 2}\right)\right\}_{i=1, \ldots, n}$ be two distinct local minimizers. Let $\rho_{h}(X)$ be the distance of circle $h$ from the barycenter of the centers of all circles in the local minimizer $X$, i.e., if we move the barycenter to the origin

$$
\rho_{h}(X)=\sqrt{\alpha_{h 1}^{2}+\alpha_{h 2}^{2}}
$$

and define $\rho_{h}(Y)$ in a similar way; let $\delta_{X}$ be the vector whose components are the distances $\rho_{h}(X) \forall h=1, \ldots, n$ ordered in a nondecreasing way, i.e., $\delta_{X}[1] \leq \delta_{X}[2] \leq \ldots \leq \delta_{X}[k] \leq \ldots \leq \delta_{X}[n]$ where $\delta_{X}[k]$ denotes the $k$-th component of the vector $\delta_{X}$. Similarly for the local minimizer $Y$. Then, the
distance dissimilarity measure is defined as follows

$$
\begin{equation*}
\mathcal{D}(X, Y)=\sum_{k=1}^{n}\left|\delta_{X}[k]-\delta_{Y}[k]\right| . \tag{7.1}
\end{equation*}
$$

## (b) Objective-distance dissimilarity measure

The objective-distance dissimilarity measure is very similar to the distance measure dissimilarity but also takes into account the difference between objective function values. More precisely, we define the objective-distance dissimilarity measure as follows

$$
\begin{equation*}
\mathcal{D}(X, Y)=|f(X)-f(Y)| * \sum_{k=1}^{n}\left|\delta_{X}[k]-\delta_{Y}[k]\right| \tag{7.2}
\end{equation*}
$$

The reason for this slight modification is due to free circles. When a configuration $X$ has free circles, then we can move them around thus obtaining different configurations with a positive distance dissimilarity but a null objective-distance one with respect to $X$.

## 8. COMPUTATIONAL EXPERIMENTS AND DISCUSSION ABOUT ICPCC PACKING PROBLEMS

In this chapter we discuss the computational experiments about ICPCC that we have performed both to analyze the properties of the problem under investigation and to select the components and the parameter values for MBH and PBH in an appropriate way. All the tests have been performed on a Pentium IV: 2.4 GHz Processor and 1GB Ram.

### 8.1 Number of local minimizers

Our first set of experiments aims at showing how the number of local minimizers increases with the number $n$ of circles. In order to recognize distinct local minimizers we consider their objective function values (i.e., the radius of the container). We adopt a conservative criterion by declaring two local minimizers different if they have a large enough difference in their objective function values. Taking into account the precision of the local solver, the threshold value above which two local minimizers are considered as distinct ones on the basis of their objective function values has been fixed to $10^{-8}$. Note that, according to this criterion, we may consider as equal also different minimizers. In spite of this, the increase in the number of distinct local minimizers turns out to be very quick.

Indeed, in Figure 8.1 we report the total number of distinct local minimizers which have been detected over 50,000 local searches starting from randomly generated (over a sufficiently large box) initial points for $n$ up to 40. We, also, investigate the total number of distinct local minimizers for the same local search by considering as distinct local minimizers when their difference between the objective function values is above the threshold (a) $10^{-5}$ and (b) $10^{-11}$. These are displayed in Figure 8.2. We remark that the overall trend of the number of local minimizers is quite similar, though the number clearly increases as the threshold decreases.

The trend of increase of the number of local minimizers is not a regular one, but at the same time quite clear, showing a rapid increase with the number of circles. This gives a clear indication that Multistart is most likely not an appropriate method to tackle this problem, which will be confirmed by the results reported in Section 8.4.



Fig. 8.1: Empirically determined number of local minima with the threshold value of objective function $10^{-8}$.

### 8.2 Choice of the stopping parameter (MaxNonImp)

As already pointed out in Section 7.1, our stopping rule SR depends on the parameter MaxNon Imp (sometimes also shortened to MNI in what follows). This parameter is an important one for MBH. Too low a value would cause to stop the algorithm before convergence is reached, while too large a value would cause a waste of computational effort. Also in this case we can hardly expect that there exists an optimal choice for all $n$ values. So our aim is to look for a robust choice of this parameter value. For the experiments we consider the Full Jerk (FJ) perturbation technique with fixed $\Delta=0.8$ (such choice for $\Delta$ will be justified by the following experiments). We tested the following set of values: MaxNonImp $\in\{50,100,200,300,400,500\}$. The first set of results over 5 runs of MBH for each value $n=30,31, \ldots, 100$ is reported in Table 8.1.

The column BestKnown reports the best known solution according to [274] for a given $n$ value. Column OurResult reports the best result we obtained over the $5 \mathrm{MBH}(\mathrm{FJ})$ runs. In boldface we report the results which improve those


Fig. 8.2: Empirically determined number of local minima with threshold value of objective function (a) $10^{-5}$ and (b) $10^{-11}$.
reported in [274], while in emphasized text we report the failures. In Column NrSuccesses we report for each MaxNonImp value the number of times the best solution reported in [274] has been reached (or improved). Finally, in Column CPU time we report the overall computation time (in seconds) for the 5 runs $\mathrm{MBH}(\mathrm{FJ})$, referred to the value $\mathrm{MaxNonImp}=500$.

We remark that in 19 cases we could obtain improvements with respect to [274]. At the the same time, we also have some failures. In particular, we have 13 failures with MaxNonImp=50, but these immediately drop down to 9 with MaxNonImp $=100$ and progressively decrease to 5 with MaxNonImp=500. As a further test we decided to enlarge the number of MBH runs from 5 to 50 for the 9 cases where a failure occurred with MaxNonImp $=100$. The results are reported in Table 8.2. In what follows we denote these 9 cases as Hard Instances with respect to $\mathrm{MBH}(\mathrm{FJ})$. We notice that $n=31$ turns out to be an extremely hard case for $\mathrm{MBH}(\mathrm{FJ})$ : only with MaxNonImp $=500$ a single success could be obtained. This case will be further discussed in Section 7.2 where we will consider a different (and more successful over this instance) approach. In all the other cases we always have at least one success (with the only exception of the failure for $n=83$ with MaxNonImp=50) and in three cases, namely $n=78,83$ and 92 , we have further improvements with respect to [274].

In Figure 8.3 we have reported the total elapsed time (in hours) of 50 MBH runs with different MaxNonImp values, namely MaxNonImp $\in\{50,100,200,300,400,500\}$ over the Hard Instances. We remark that though MBH(FJ) with MaxNonImp $=500$ is always able to obtain the best known value, the computational effort is high compared to the $\mathrm{MBH}(\mathrm{FJ})$ approach with MaxNonImp $=100$ or 200 . On the other hand, though the $\mathrm{MBH}(\mathrm{FJ})$ approach with MaxNonImp=50 is computationally cheaper than that with MaxNonImp=100, its performance is relatively poor.

Tab. 8.1: Overall results for $5 \mathrm{MBH}(\mathrm{FJ})$ runs with different MaxNoImp values

|  |  |  | NrSuccesses |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | BestKnown | OurResult | 50 | 100 | 200 | 300 | 400 | 500 | CPU time |
| 30 | 6.197741070879 | 6.197741070879 | 5 | 5 | 5 | 5 | 5 | 5 | 110.49 |
| 31 | 6.291502622129 | 6.952805480965 | 0 | 0 | 0 | 0 | 0 | 0 | 130.14 |
| 32 | 6.429462970950 | 6.429462970950 | 5 | 5 | 5 | 5 | 5 | 5 | 151.14 |
| 33 | 6.486703123560 | 6.486703123560 | 5 | 5 | 5 | 5 | 5 | 5 | 164.69 |
| 34 | 6.610957090001 | 6.610957090001 | 5 | 5 | 5 | 5 | 5 | 5 | 174.41 |
| 35 | 6.697171091790 | 6.697171091790 | 5 | 5 | 5 | 5 | 5 | 5 | 179.81 |
| 36 | 6.746753793424 | 6.746753793424 | 5 | 5 | 5 | 5 | 5 | 5 | 247.81 |
| 37 | 6.758770483144 | 6.758770483144 | 5 | 5 | 5 | 5 | 5 | 5 | 240.7 |
| 38 | 6.961886965228 | 6.961886965228 | 5 | 5 | 5 | 5 | 5 | 5 | 213.43 |
| 39 | 7.057884162624 | 7.057884162624 | 5 | 5 | 5 | 5 | 5 | 5 | 231.1 |
| 40 | 7.123846435943 | 7.123846435943 | 5 | 5 | 5 | 5 | 5 | 5 | 283.29 |
| 41 | 7.260012328677 | 7.260012328677 | 4 | 4 | 4 | 5 | 5 | 5 | 264.59 |
| 42 | 7.346796406943 | 7.346796406943 | 4 | 5 | 5 | 5 | 5 | 5 | 294.11 |
| 43 | 7.419944856341 | 7.419944856341 | 5 | 5 | 5 | 5 | 5 | 5 | 449.45 |
| 44 | 7.498036682995 | 7.498036682995 | 4 | 4 | 5 | 5 | 5 | 5 | 313.27 |
| 45 | 7.572912326368 | 7.572912326368 | 0 | 2 | 3 | 3 | 3 | 3 | 482.36 |
| 46 | 7.650179914694 | 7.650179914694 | 5 | 5 | 5 | 5 | 5 | 5 | 414.0 |
| 47 | 7.724170052598 | 7.724170052598 | 3 | 5 | 5 | 5 | 5 | 5 | 428.22 |
| 48 | 7.791271430559 | 7.791271430559 | 4 | 4 | 5 | 5 | 5 | 5 | 467.42 |
| 49 | 7.886870958803 | 7.886870958803 | 1 | 1 | 1 | 1 | 2 | 2 | 775.54 |
| 50 | 7.947515274784 | 7.947515274784 | 2 | 2 | 4 | 4 | 4 | 4 | 655.69 |
| 51 | 8.027506952419 | 8.027506952419 | 5 | 5 | 5 | 5 | 5 | 5 | 542.55 |
| 52 | 8.084717190690 | 8.084717190690 | 5 | 5 | 5 | 5 | 5 | 6 | 699.28 |
| 53 | 8.179582826841 | 8.179582826841 | 1 | 2 | 3 | 3 | 3 | 3 | 807.84 |
| 54 | 8.203982383469 | 8.203982383469 | 2 | 3 | 3 | 3 | 3 | 3 | 701.1 |
| 55 | 8.211102550928 | 8.211102550928 | 3 | 3 | 4 | 4 | 4 | 4 | 1178.43 |
| 56 | 8.383529922579 | 8.383529922579 | 5 | 5 | 5 | 5 | 5 | 5 | 732.19 |
| 57 | 8.447184653410 | 8.447184653410 | 5 | 5 | 5 | 5 | 5 | 5 | 952.84 |
| 58 | 8.524553770140 | 8.524553770140 | 3 | 4 | 4 | 5 | 5 | 5 | 1078.31 |
| 59 | 8.592499959370 | 8.592499959370 | 5 | 5 | 5 | 5 | 5 | 5 | 1495.39 |
| 60 | 8.646219845458 | 8.646219845458 | 0 | 5 | 5 | 5 | 5 | 5 | 1168.12 |
| 61 | 8.661297575540 | 8.661297575540 | 5 | 5 | 5 | 5 | 5 | 5 | 1031.43 |
| 62 | 8.829765408972 | 8.829765408972 | 2 | 3 | 4 | 4 | 4 | 4 | 1400.12 |
| 63 | 8.892351537551 | 8.892351537551 | 3 | 4 | 5 | 5 | 5 | 5 | 1363.18 |
| 64 | 8.961971108486 | 8.961971108486 | 0 | 1 | 1 | 1 | 1 | 1 | 1266.97 |
| 65 | 9.017397323209 | 9.017397323209 | 3 | 3 | 3 | 3 | 3 | 3 | 1708.53 |
| 66 | 9.096665836768 | 9.096279426924 | 3 | 3 | 3 | 3 | 4 | 4 | 1813.23 |
| 67 | 9.169119588389 | 9.168971881784 | 1 | 1 | 2 | 2 | 2 | 2 | 2563.13 |
| 68 | 9.229773746751 | 9.2340773401 | 0 | 0 | 0 | 0 | 0 | 0 | 1390.52 |
| 69 | 9.269761266641 | 9.269761266641 | 5 | 5 | 5 | 5 | 5 | 5 | 1831.42 |
| 70 | 9.346055334486 | 9.345653194048 | 1 | 2 | 3 | 3 | 3 | 3 | 2391.79 |
| 71 | 9.416206538907 | 9.415796896871 | 4 | 5 | 5 | 5 | 5 | 5 | 2487.81 |
| 72 | 9.473890856713 | 9.473890856713 | 3 | 3 | 3 | 3 | 3 | 3 | 2246.99 |
| 73 | 9.540509504650 | 9.540346152138 | 1 | 1 | 1 | 1 | 1 | 2 | 2806.35 |
| 74 | 9.589239461626 | 9.589232764339 | 1 | 2 | 2 | 2 | 2 | 2 | 2543.33 |
| 75 | 9.672029634515 | 9.672029631947 | 1 | 2 | 2 | 2 | 2 | 2 | 3034.33 |
| 76 | 9.729596802162 | 9.729596802162 | 1 | 1 | 1 | 1 | 2 | 3 | 3927.92 |
| 77 | 9.798987497420 | 9.798911924507 | 1 | 1 | 3 | 4 | 4 | 4 | 3694.47 |
| 78 | 9.857712212603 | 9.857709899885 | 0 | 0 | 0 | 0 | 0 | 2 | 4852.32 |
| 79 | 9.905063467661 | 9.909306621540 | 0 | 0 | 0 | 0 | 0 | 0 | 3590.06 |
| 80 | 9.968151813153 | 9.969802931195 | 0 | 0 | 0 | 0 | 0 | 0 | 4032.13 |
| 81 | 10.010864241201 | 10.010864241201 | 2 | 2 | 2 | 3 | 3 | 3 | 5293.59 |
| 82 | 10.050824223451 | 10.050824223451 | 1 | 3 | 4 | 4 | 4 | 4 | 5432.51 |
| 83 | 10.116864426926 | 10.116857875102 | 0 | 0 | 1 | 2 | 2 | 2 | 7914.08 |
| 84 | 10.149530867236 | 10.149530867236 | 4 | 5 | 5 | 5 | 5 | 5 | 4780.79 |
| 85 | 10.163111465877 | 10.163111465877 | 3 | 4 | 4 | 4 | 5 | 5 | 7532.68 |
| 86 | 10.298701310984 | 10.298701053110 | 3 | 4 | 5 | 5 | 5 | 5 | 5128.9 |
| 87 | 10.363209161980 | 10.363208505078 | 2 | 5 | 5 | 5 | 5 | 5 | 4927.78 |
| 88 | 10.432342147160 | 10.432337692732 | 4 | 4 | 4 | 4 | 4 | 4 | 5578.01 |
| 89 | 10.500627671551 | 10.500491814574 | 2 | 2 | 2 | 3 | 3 | 3 | 4874.01 |
| 90 | 10.546069177954 | 10.546069177954 | 3 | 3 | 3 | 3 | 3 | 3 | 5059.66 |
| 91 | 10.566772233506 | 10.566772233506 | 2 | 3 | 3 | 3 | 3 | 3 | 6113.41 |
| 92 | 10.684689759023 | 10.687984877108 | 0 | 0 | 0 | 0 | 0 | 0 | 10041.7 |
| 93 | 10.733386127679 | 10.733352600260 | 0 | 1 | 2 | 3 | 3 | 3 | 7251.63 |
| 94 | 10.778032163883 | 10.778032160252 | 1 | 2 | 2 | 2 | 2 | 2 | 7831.68 |
| 95 | 10.840205021597 | 10.840205021597 | 0 | 0 | 0 | 0 | 1 | 1 | 13635.1 |
| 96 | 10.883669894312 | 10.883669894312 | 1 | 1 | 1 | 1 | 1 | 1 | 9701.68 |
| 97 | 10.938791648300 | 10.938590110073 | 1 | 1 | 1 | 2 | 2 | 2 | 9259.48 |
| 98 | 10.979383128207 | 10.979383128207 | 0 | 0 | 0 | 2 | 5 | 5 | 19099.9 |
| 99 | 11.037197388568 | 11.035161062993 | 4 | 5 | 5 | 5 | 5 | 5 | 7533.95 |
| 100 | 11.082527292540 | 11.082149724310 | 1 | 2 | 4 | 5 | 5 | 5 | 15311.6 |
| Total | mprovement |  | 16 | 17 | 18 | 18 | 18 | 19 |  |
| Tota | failure |  | 13 | 9 | 8 | 7 | 6 | 5 |  |



Fig. 8.3: The time comparison of 50 MBH runs with different MaxNonImp parameter values in some hard instances

Tab. 8.2: Overall results for $50 \mathrm{MBH}(\mathrm{FJ})$ runs with different MaxNoImp values over

| some hard instances |  |  |  |  |  |  |  |  |
| ---: | ---: | ---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | NrSuccesses |  |  |  |  |  |
| $n$ | BestKnown | OurResult | 50 | 100 | 200 | 300 | 400 | 500 |
| 31 | 6.291502622129 | 6.291502622129 | 0 | 0 | 0 | 0 | 0 | 1 |
| 68 | 9.229773746751 | 9.229773746751 | 10 | 16 | 18 | 19 | 21 | 21 |
| 78 | 9.857712212603 | $\mathbf{9 . 8 5 7 7 0 9 8 9 9 8 8 5}$ | 4 | 6 | 9 | 16 | 18 | 21 |
| 79 | 9.905063467661 | 9.905063467661 | 1 | 1 | 2 | 2 | 2 | 2 |
| 80 | 9.968151813153 | 9.968151813153 | 3 | 3 | 3 | 3 | 4 | 4 |
| 83 | 10.16864426926 | $\mathbf{1 0 . 1 1 6 8 5 7 8 7 5 1 0 2}$ | 0 | 3 | 9 | 13 | 19 | 21 |
| 92 | 10.684689759023 | $\mathbf{1 0 . 6 8 4 6 4 5 8 4 7 9 1 6}$ | 1 | 3 | 3 | 4 | 5 | 5 |
| 95 | 10.840205021597 | 10.840205021597 | 4 | 9 | 15 | 17 | 18 | 19 |
| 98 | 10.979383128207 | 10.979383128207 | 12 | 22 | 28 | 35 | 41 | 41 |

Tab. 8.3: Impact of MaxNoImp with respect to Number of Runs in MBH(FJ)

|  |  |  | NrSuccesses |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | BestKnown | OurBestResult | $\begin{gathered} \mathrm{R}=50 \\ \mathrm{MNI}=50 \end{gathered}$ | $\begin{aligned} \mathrm{R} & =25 \\ \mathrm{MNI} & =100 \end{aligned}$ | $\begin{aligned} \mathrm{R} & =13 \\ \mathrm{MNI} & =200 \end{aligned}$ | $\begin{aligned} \mathrm{R} & =5 \\ \mathrm{MNI} & =500 \end{aligned}$ |
| 60 | 8.64621984545799 | 8.646219845458 | 47 | 25 | 13 | 5 |
| 61 | 8.66129757554045 | 8.661297575540 | 50 | 25 | 13 | 5 |
| 62 | 8.82976540897208 | 8.829765408972 | 2 | 1 | 6 | 4 |
| 63 | 8.89235153755063 | 8.892351537551 | 28 | 15 | 11 | 5 |
| 64 | 8.96197110848576 | 8.961971108486 | 18 | 16 | 7 | 4 |
| 65 | 9.01739732320879 | 9.017397323209 | 40 | 2 | 0 | 1 |
| 66 | 9.09666583676771 | 9.096279426924 | 19 | 19 | 12 | 4 |
| 67 | 9.1691195883894 | 9.168971881784 | 3 | 2 | 5 | 2 |
| 68 | 9.22977374675067 | 9.229773746751 | 6 | 10 | 6 | 3 |
| 69 | 9.2697612666411 | 9.269761266641 | 3 | 3 | 2 | 3 |
| 70 | 9.34605533448604 | 9.345653194084 | 4 | 1 | 5 | 4 |
| 71 | 9.41620653890748 | 9.415796896871 | 4 | 6 | 10 | 5 |
| 72 | 9.47389085671311 | 9.473890856713 | 1 | 0 | 0 | 0 |
| 73 | 9.5405095046495 | 9.540346152138 | 1 | 2 | 3 | 3 |
| 74 | 9.58923946162617 | 9.589232764339 | 0 | 7 | 5 | 3 |
| 75 | 9.67202963451537 | 9.672029631947 | 2 | 4 | 4 | 2 |
| 76 | 9.72959680216164 | 9.729596802162 | 25 | 1 | 8 | 4 |
| 77 | 9.79898749742039 | 9.798911924507 | 0 | 0 | 3 | 3 |
| 78 | 9.85771221260262 | 9.857709899885 | 4 | 3 | 2 | 2 |
| 79 | 9.90506346766104 | 9.905063467661 | 0 | 0 | 0 | 0 |
| 80 | 9.96815181315344 | 9.968151813153 | 0 | 0 | 0 | 0 |
|  | of successes |  | 257 | 141 | 115 | 62 |
| Total Num. of improvements |  |  | 7 | 8 | 9 | 9 |
| Total Num. of failures |  |  | 4 | 4 | 4 | 3 |
| Total elapsed Time (in hrs) |  |  | 11.09 | 10.95 | 11.39 | 10.83 |
| Total number of LS |  |  | 56667 | 56375 | 59272 | 57022 |

One can also see things in a different way : what happens if we decrease the number of runs as we increase the value MaxNonImp in such a way that the overall effort is basically the same? In other words: are many short runs better than few long runs? For this reason we perform another experiment by considering MaxNonImp $=50,100,200,500$ with the corresponding number of runs $R=50,25,13,5$ respectively. For this experiment we only consider $n=60, \ldots, 80$. We report the results in Table 8.3. We notice that, though the number of local searches and the total elapsed time are comparable, the performance of $\mathrm{MBH}(\mathrm{FJ})$ in terms of number of successes vs number of failures tends to get stable with MaxNonImp=100, which appears again as a reasonable choice.

As a general comment about the results we obtained, we notice that even a very aggressive strategy like choosing MaxNonImp=50 is often successful (of course, the number of successes is lower in this case, but this is counterbalanced by the lower computational effort). All the same with this choice failures occur more often (even over 50 runs). For this reason we believe that less aggressive choices like MaxNonImp=100 or MaxNonImp=200 represent the best compromise between the ability of reaching a good solution and the computational effort required.

### 8.3 The impact of the parameter $\Delta$ with different perturbation moves

We have already commented about the importance of parameter $\Delta$. We remark that a good choice of $\Delta$ depends on two conflicting objectives. We define successful a run of MBH leading to a global minimizer. On one hand, we would like that a successful run of MBH converges to the global minimizer as fast as possible; on the other hand, we would like to maximize the probability that a run of MBH is successful. Note that the first goal is achieved when $\Delta$ is very small: in such case a successful run is just one where the initial point is already the global minimizer. On the other hand, this is exactly the situation where the second goal is lost. The second goal is achieved when $\Delta$ is very large (any run converges to the global minimizer in this case), but in this case the first objective is completely lost (the convergence is very slow, basically the same as the one of Multistart).

In this section we want to investigate computationally appropriate choices for the value $\Delta$. The results of the experiments with the three proposed perturbation methods are reported in Tables 8.4-8.6. In such tables OurBestResult is the best overall result we obtained in our tests for a given $n$ value (as usual, results in boldface denote improvements with respect to [274] ).

As we have proposed three different perturbation strategies, we will investigate the impact of $\Delta$ for each strategy. For all these experiments, we consider $n=60,61, \ldots, 80$ and a number of runs $R=5$. Our first experiment is with the perturbation strategy FJ. We tested four different values $\Delta \in\{0.6,0.8,1.0,1.2\}$ in $\mathrm{MBH}(\mathrm{FJ})$. In all the tests we fixed MaxNonImp to 100 (as suggested by the previous experiments), but for $\Delta=0.8,1.2$ we also performed additional tests

Tab. 8.4: Impact of $\Delta$ in FJ perturbation based MBH Method

| $n$ | OurBestResult | Number of Successes in MBH (FJ) |  |  |  |  |  |
| :---: | ---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (in MBH Method) | MaxNonImp $=100$ |  |  |  | MaxNonImp $=200$ |  |
|  |  | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ |
|  |  | $=0.6$ | $=0.8$ | $=1.0$ | $=1.2$ | $=0.8$ | $=1.2$ |
| 60 | 8.646219845458 | 3 | 5 | 5 | 3 | 5 | 5 |
| 61 | 8.661297575540 | 5 | 5 | 5 | 5 | 5 | 5 |
| 62 | 8.829765408972 | 0 | 1 | 2 | 0 | 3 | 1 |
| 63 | 8.892351537551 | 1 | 4 | 1 | 0 | 5 | 0 |
| 64 | 8.961971108486 | 1 | 3 | 0 | 2 | 3 | 3 |
| 65 | 9.017397323209 | 1 | 0 | 3 | 1 | 1 | 1 |
| 66 | $\mathbf{9 . 0 9 6 2 7 9 4 2 6 9 2 4}$ | 1 | 4 | 0 | 0 | 5 | 0 |
| 67 | $\mathbf{9 . 1 6 8 9 7 1 8 8 1 7 8 4}$ | 0 | 1 | 0 | 0 | 1 | 0 |
| 68 | 9.229773746751 | 3 | 1 | 0 | 0 | 1 | 0 |
| 69 | 9.269761266641 | 1 | 1 | 2 | 0 | 1 | 0 |
| 70 | $\mathbf{9 . 3 4 5 6 5 3 1 9 4 0 8 4}$ | 0 | 2 | 0 | 0 | 2 | 0 |
| 71 | $\mathbf{9 . 4 1 5 7 9 6 8 9 6 8 7 1}$ | 1 | 1 | 1 | 0 | 4 | 1 |
| 72 | 9.473890856713 | 1 | 0 | 3 | 0 | 1 | 0 |
| 73 | 9.540346152138 | 0 | 1 | 0 | 0 | 2 | 0 |
| 74 | $\mathbf{9 . 5 8 9 2 3 2 7 6 4 3 3 9}$ | 0 | 1 | 1 | 0 | 2 | 1 |
| 75 | $\mathbf{9 . 6 7 2 0 2 9 6 3 1 9 4 7}$ | 0 | 1 | 1 | 0 | 1 | 0 |
| 76 | 9.729596802162 | 0 | 1 | 4 | 0 | 3 | 0 |
| 77 | $\mathbf{9 . 7 9 8 9 1 1 9 2 4 5 0 7}$ | 0 | 0 | 1 | 0 | 1 | 0 |
| 78 | $\mathbf{9 . 8 5 7 7 0 9 8 9 9 8 8 5}$ | 0 | 0 | 0 | 0 | 0 | 0 |
| 79 | 9.905063467661 | 0 | 0 | 0 | 0 | 0 | 0 |
| 80 | 9.968151813153 | 0 | 0 | 0 | 0 | 0 | 0 |
| No. of improvement | 2 | $\mathbf{6}$ | 4 | 0 | $\mathbf{7}$ | 2 |  |
| No. of success | 10 | 15 | 12 | 4 | 18 | 7 |  |
| No. of failure | 11 | $\mathbf{6}$ | 9 | 17 | 3 | 14 |  |
| Total elapsed time (in hrs) | 3.02 | 4.06 | 6.73 | 8.55 | 4.62 | 10.44 |  |

Tab. 8.5: Impact of $\Delta$ in RPJ perturbation based MBH Method

| $n$ | OurBestResult | Number of Successes in MBH (RPJ) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (in MBH Method) | MaxNonImp(MNI) $=100$ |  |  |  | MNI=200 |
|  |  | $\begin{gathered} \Delta \\ =0.8 \end{gathered}$ | $\begin{gathered} \Delta \\ =1.0 \end{gathered}$ | $\begin{gathered} \Delta \\ =1.2 \end{gathered}$ | $\begin{gathered} \Delta \\ \Delta \\ =1.6 \end{gathered}$ | $\begin{gathered} \Delta \\ \Delta \\ =1.2 \end{gathered}$ |
| 60 | 8.646219845458 | 5 | 5 | 5 | 4 | 5 |
| 61 | 8.661297575540 | 4 | 5 | 5 | 5 | 5 |
| 62 | 8.829765408972 | 0 | 1 | 0 | 1 | 3 |
| 63 | 8.892351537551 | 3 | 3 | 3 | 2 | 4 |
| 64 | 8.961971108486 | 2 | 2 | 1 | 1 | 1 |
| 65 | 9.017397323209 | 0 | 3 | 3 | 1 | 3 |
| 66 | 9.096279426924 | 2 | 1 | 4 | 0 | 5 |
| 67 | 9.168971881784 | 0 | 1 | 0 | 0 | 0 |
| 68 | 9.229773746751 | 0 | 0 | 1 | 1 | 2 |
| 69 | 9.269761266641 | 2 | 2 | 4 | 2 | 5 |
| 70 | 9.345653194084 | 2 | 3 | 2 | 1 | 2 |
| 71 | 9.415796896871 | 2 | 2 | 2 | 1 | 2 |
| 72 | 9.473890856713 | 5 | 3 | 1 | 3 | 5 |
| 73 | 9.540346152138 | 0 | 0 | 1 | 0 | 1 |
| 74 | 9.589232764339 | 1 | 1 | 1 | 1 | 2 |
| 75 | 9.672029631947 | 0 | 0 | 0 | 0 | 0 |
| 76 | 9.729596802162 | 0 | 0 | 2 | 1 | 4 |
| 77 | 9.798911924507 | 1 | 2 | 1 | 1 | 4 |
| 78 | 9.857709899885 | 0 | 0 | 2 | 0 | 2 |
| 79 | 9.905063467661 | 0 | 2 | 1 | 1 | 1 |
| 80 | 9.968151813153 | 0 | 0 | 1 | 0 | 2 |
| No. of improvement |  | 5 | 6 | 6 | 4 | 6 |
| No. of success |  | 12 | 15 | 18 | 15 | 19 |
| No of failure |  | 9 | 6 | 3 | 6 | 2 |
| Total elapsed time(in hrs) |  | 4.69 | 5.03 | 4.56 | 10.33 | 7.56 |

Tab. 8.6: Impact of $\Delta$ in FPJ perturbation based MBH Method

| $n$ | OurBestResult | Number of Successes in MBH (FPJ) |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (MBH Method) | MaxNonImp (MNI) $=100$ |  |  |  |  |  |  | MNI $=200$ |
|  |  | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ |
|  |  | $=1.0$ | $=1.6$ | $=1.8$ | $=2.0$ | $=2.2$ | $=2.4$ | $=3.0$ | $=2.2$ |
| 60 | 8.646219845458 | 4 | 5 | 5 | 5 | 5 | 5 | 5 | 5 |
| 61 | 8.661297575540 | 5 | 5 | 5 | 5 | 5 | 5 | 5 | 5 |
| 62 | 8.829765408972 | 0 | 0 | 1 | 2 | 2 | 1 | 2 | 3 |
| 63 | 8.892351537551 | 5 | 2 | 2 | 3 | 3 | 3 | 3 | 5 |
| 64 | 8.961971108486 | 0 | 2 | 2 | 3 | 1 | 1 | 1 | 3 |
| 65 | 9.017397323209 | 0 | 1 | 3 | 5 | 5 | 1 | 2 | 5 |
| 66 | 9.096279426924 | 0 | 2 | 3 | 1 | 2 | 1 | 0 | 2 |
| 67 | $\mathbf{9 . 1 6 8 9 7 1 8 8 1 7 8 4}$ | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| 68 | 9.229773746751 | 0 | 0 | 0 | 1 | 1 | 1 | 0 | 1 |
| 69 | 9.269761266641 | 1 | 0 | 2 | 1 | 1 | 1 | 0 | 1 |
| 70 | $\mathbf{9 . 3 4 5 6 5 3 1 9 4 0 8 4}$ | 0 | 0 | 2 | 1 | 1 | 0 | 2 | 1 |
| 71 | 9.415796896871 | 0 | 2 | 2 | 0 | 1 | 1 | 0 | 1 |
| 72 | 9.473890856713 | 0 | 0 | 3 | 5 | 2 | 1 | 2 | 4 |
| 73 | 9.540346152138 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 |
| 74 | 9.589232764339 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 1 |
| 75 | 9.672029631947 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 3 |
| 76 | 9.729596802162 | 1 | 0 | 1 | 2 | 2 | 5 | 1 | 2 |
| 77 | 9.798911924507 | 0 | 1 | 2 | 2 | 1 | 0 | 0 | 1 |
| 78 | 9.857709899885 | 0 | 0 | 0 | 1 | 0 | 2 | 1 | 0 |
| 79 | 9.905063467661 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 80 | 9.968151813153 | 0 | 0 | 1 | 0 | 1 | 0 | 2 | 2 |
|  | of improvement | 0 | 4 | 4 | 5 | 6 | 4 | 4 | 6 |
|  | of success | 6 | 9 | 13 | 15 | 17 | 14 | 14 | 18 |
|  | of failure | 15 | 12 | 7 | 6 | 4 | 7 | 7 | 3 |
| T. | lapsed time(hrs) | 1.95 | 1.93 | 2.61 | 3.11 | 3.56 | 3.32 | 3.96 | 5.83 |

with MaxNonImp=200. All the results of this experiment are reported in Table 8.4. From the results reported in this table, it seems that for $\Delta=0.8$, the $\mathrm{MBH}(\mathrm{FJ})$ approach performs relatively better compared to all other $\Delta$ values considered. Therefore, we may consider $\Delta=0.8$ as a good value on average for $\mathrm{MBH}(\mathrm{FJ})$. Note that here we are searching for a robust choice for $\Delta$, i.e. a choice working reasonably well for all $n$ values. Indeed, the best possible choice for $\Delta$ usually varies with $n$.

For $\Delta=0.8,1.2$ we have also performed tests with $\operatorname{MaxNonImp}=200$. In particular, for $\Delta=1.2$ this is justified by the fact that a larger neighborhood may require more iterations before detecting a better local minimizer. We notice that with MaxNonImp $=200$ the results do improve both for $\Delta=0.8$ and for $\Delta=1.2$ and that $\Delta=0.8$ is still clearly the better option. Of course, as we increase MaxNonImp, we also increase the computational effort (see the last row of the table with the total elapsed time).

Our next experiment is with the perturbation strategy RPJ. We tested four different values $\Delta \in\{0.8,1.0,1.2,1.6\}$ in MBH(RPJ). In all the tests we fixed the parameter MaxNonImp to 100, enlarging this value to 200 only for $\Delta=1.2$ (the choice which will turn out to be the most robust one). All the results of this experiment are reported in the Table 8.5. From this table, it seems that for $\Delta=1.2$, the $\mathrm{MBH}(\mathrm{RPJ})$ approach produces relatively better results compared to all the other $\Delta$ values considered. So $\Delta=1.2$ appears as the most robust choice for the $\mathrm{MBH}(\mathrm{RPJ})$ approach (we point out again that we are looking for a robust choice, since the best possible choice for $\Delta$ usually varies with $n)$. When increasing MaxNonImp to 200 for $\Delta=1.2$, the results are slightly improved compared to those with MaxNonImp $=100$ (but recall that also the computational effort increases).

Finally, we performed another experiment for the perturbation strategy FPJ. We tested seven different values $\Delta \in\{1.0,1.6,1.8,2.0,2.2,2.4,3.0\}$ in MBH(FPJ). We fixed to $10 \%$ the percentage of circles, which are randomly perturbed in each iteration. In all the tests we fixed the parameter MaxNonImp to 100, but for $\Delta=2.2$ (the choice which will turn out to be the most robust one), we also performed another experiment with MaxNonImp to 200. All the results of this experiment are reported in the Table 8.6. From this table, it seems that for $\Delta=2.2$, the $\mathrm{MBH}(\mathrm{FPJ})$ approach produces relatively better results compared to all other $\Delta$ values considered and appears as the most robust choice. With MaxNonImp $=200$, at the cost of a larger computational effort, the results with $\Delta=2.2$ slightly improve.

We remark that, in all the experiments reported in Tables 8.4-8.6, the elapsed time tends to increase with the $\Delta$ value (for a fixed MaxNonImp value). This can be explained with the fact that as we increase $\Delta$, we also increase the neighborhood to be explored, thus presumably increasing also the number of iterations needed before observing an improvement.

We also note that for $\Delta$ values larger than the most robust one for the given perturbation move, the performance tends to decrease as $\Delta$ increases. This is reasonable because, as we discussed earlier, a too large perturbation may de-
stroy the structure of the current local minimizer and the algorithm fails to preserve the "good" parts of the current configuration. Instead, for too small $\Delta$ values the performance tends to be poor because the algorithm can more easily get trapped in a configuration which is not a global minimizer.

Finally, we remark that the most robust choice for $\Delta$ is inversely proportional to the percentage of circles perturbed. Indeed, the FJ perturbation perturbs all the circles and its robust choice is 0.8 , the RPJ perturbation perturbs on average $50 \%$ of the circles and its robust choice is 1.2 , the FPJ perturbation perturbs $10 \%$ circles and its robust choice is 2.2 . Basically, this means that when we perturb all the circles, in order not to destroy completely the structure of the current configuration we need to perform small perturbations of the circles, while as we decrease the number of the circles perturbed we may allow for larger perturbations still preserving the structure of the current one.

### 8.4 Comparison among different perturbation strategies

Tab. 8.7: Comparison among Different perturbations based MBH methods (with $\mathrm{MNI}=200, R=5$ ) as well as MS approaches

| $n$ | BestKnown | OurBestResult | Number of Successes |  |  |  |  | BeatReault |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (Literature) | (MBH Method) | $\begin{gathered} \text { FJ } \\ (0.8) \end{gathered}$ | $\begin{aligned} & \hline \text { RPJ } \\ & (1.2) \end{aligned}$ | $\begin{aligned} & \hline \text { FPJ } \\ & (2.2) \end{aligned}$ | $\begin{aligned} & \text { MS } \\ & \text { (L) } \end{aligned}$ | MS <br> (D) | ( In MS) |
| 60 | 8.646219845458 | 8.646219845458 | 5 | 5 | 5 | 4 | 7 | 8.64621 |
| 61 | 8.66129757554 | 8.661297575540 | 5 | 5 | 5 | 71 | 128 | 8.66129 |
| 62 | 8.829765408972 | 8.829765408972 | 3 | 3 | 3 | 1 | 2 | 8.82976 |
| 63 | 8.892351537551 | 8.892351537551 | 5 | 4 | 5 | 1 | 1 | 8.89235 |
| 64 | 8.961971108486 | 8.961971108486 | 2 | 1 | 3 | 0 | 0 | 8.96395 |
| 65 | 9.017397323209 | 9.017397323209 | 1 | 3 | 5 | 2 | 8 | 9.01739 |
| 66 | 9.096665836768 | 9.096279426924 | 5 | 5 | 2 | 0 | 0 | 9.09678 |
| 67 | 9.169119588389 | $\mathbf{9 . 1 6 8 9 7 1 8 8 1 7 8 4}$ | 1 | 0 | 0 | 0 | 0 | 9.17621 |
| 68 | 9.229773746751 | 9.229773746751 | 1 | 2 | 1 | 0 | 0 | 9.23535 |
| 69 | 9.269761266641 | 9.269761266641 | 1 | 5 | 1 | 0 | 0 | 9.28787 |
| 70 | 9.346055334486 | 9.345653194084 | 2 | 2 | 1 | 0 | 0 | 9.34587 |
| 71 | 9.416206538907 | 9.415796896871 | 4 | 2 | 1 | 0 | 0 | 9.41689 |
| 72 | 9.473890856713 | 9.473890856713 | 1 | 5 | 4 | 0 | 0 | 9.47518 |
| 73 | 9.540346152138 | 9.540346152138 | 2 | 1 | 0 | 0 | 0 | 9.55517 |
| 74 | 9.589239461626 | 9.589232764339 | 2 | 2 | 1 | 0 | 0 | 9.61087 |
| 75 | 9.672029634515 | 9.672029631947 | 1 | 0 | 3 | 0 | 0 | 9.67643 |
| 76 | 9.729596802162 | 9.729596802162 | 3 | 4 | 2 | 1 | 1 | 9.72959 |
| 77 | 9.79898749742 | 9.798911924507 | 1 | 4 | 1 | 0 | 0 | 9.79926 |
| 78 | 9.857712212603 | 9.857709899885 | 0 | 2 | 0 | 0 | 0 | 9.85884 |
| 79 | 9.905063467661 | 9.905063467661 | 0 | 1 | 1 | 0 | 0 | 9.92100 |
| 80 | 9.968151813153 | 9.968151813153 | 0 | 2 | 0 | 0 | 0 | 9.97399 |
| No. | of improvement | 8 | 7 | 6 | 6 | 0 | 0 |  |
| No. | of success | 21 | 18 | 19 | 17 | 6 | 6 |  |
| No. | of failure | 0 | 3 | 2 | 4 | 15 | 15 |  |
| Total elapsed time (hrs) |  |  | 4.6 | 7.6 | 5.8 | 25.8 | 40.1 |  |

The efficiency of the MBH approach strongly depends on the appropriate selection of the perturbation move. Here we will perform some experiments with the three different perturbation strategies that we have identified: (a) Full Jerk (FJ) (b) Random Partial Jerk (RPJ) and (c) Fixed Partial Jerk (FPJ). For the FPJ perturbation technique, we fixed to $10 \%$ the percentage of circles which are randomly selected to be perturbed. For these experiments we consider the number of circles $n=60,61, \ldots, 80$, we fix MaxNonImp to 200, we set $\Delta=0.8,1.2,2.2$ for the $\mathrm{MBH}(\mathrm{FJ}), \mathrm{MBH}$ (RPJ) and MBH(FPJ) approaches
respectively (as suggested by the experiments in the previous section), and we fix to $R=5$ the number of runs for each $n$ value and perturbation technique. We report the results of the experiment in Table 8.7. In this experiment we also tested the Multistart (MS) algorithm. For a fair comparison, we allowed a number of local searches in MS (a) slightly larger than the largest number of local searches required by MBH with the three perturbation moves (we will denote these Multistart runs with $\mathrm{MS}(\mathrm{L})$ in what follows) (b) equal to twice the same number of local searches (we will denote these Multistart runs with MS(D) in what follows). The results obtained by the two MS approaches are also incorporated in Table 8.7.

We remark that with the different perturbation strategies, we obtained overall 8 improved results in the range $60 \leq n \leq 80$, namely $n=\{66,67,70,71,75,77,78\}$, with respect to those in [274] (as usual, in the table improvements are reported in boldface). Taking into account the overall results we have no failure (result worse than the one reported in [274]), although each single strategy has its own failures. We notice that: MBH (FJ) failed to obtain OurBestKnown result in three cases, namely $n=78,79,80$, but with 7 (out of 8 ) improvements in the results; MBH(RPJ) has two failures, namely $n=67,75$, but with 6 (out of 8 ) improvements; MBH(FPJ) has four failures, namely $n=67,73,75,80$, and 6 improvements. Therefore, from the point of view of the quality of the results MBH (RPJ) appears as mildly superior with respect to the two other strategies, but the differences are not particularly significative. On the other hand, we notice from Table 8.7 that $\mathrm{MBH}(\mathrm{FJ})$ turns out to be computationally cheaper.

As largely expected, the results obtained with Multistart are usually quite poor, and are clearly inferior with respect to those obtained with MBH. In spite of the larger number of local searches allowed for MS, such algorithm is able to reach the best known solution only in few cases, and only in a single case (namely $n=61$ ) the best known solution is reached quite regularly ${ }^{1}$ (see also figure in Appendix B). We notice that MS(L), which performs a number of local searches basically equivalent to those performed by MBH with the three perturbation strategies is able to obtain only 6 successes, while MS(D) slightly improves MS(L) from the point of view of the number of times the best known solution is reached when a success occurs, but the overall number of successes as well as number of failures are same for both the cases.

Since the computational cost is an important factor when evaluating an algorithm, we have also incorporated the total elapsed time of each approaches in the Table 8.7. We notice that the total running time of MS(D) is about twice of that of MS(L), which is exactly what we expected. What was less expected is that the total elapsed time of MS(L) approach is about four times that of all the MBH approaches. We also display the time history of MS(L) and MBH(FJ) for the above experiments in Figure 8.4. Though the number of local searches in $\mathrm{MS}(\mathrm{L})$ and $\mathrm{MBH}(\mathrm{FJ})$ is almost equivalent, the running time of $\mathrm{MS}(\mathrm{L})$ oscillates between twice and eight times that of MBH(FJ) for each $n$. We also observe in that figure that, though not regularly, the gap tends to slightly increase with

[^1]

Fig. 8.4: Comparison of elapsed time (in second) between MS(L) and MBH(FJ) with respect to $n$
$n$. The reason for such gap is that MBH local searches are not started from completely random points as in Multistart, but in the neighborhood of a previously detected local minimizer, so that in the MBH approach, the local search procedure is able to converge in fewer iterations and the cost of a single local search is definitely lower.

| $n$ | BestKnown | OurBestResult |  | Number of Successes |  |  |
| :---: | ---: | ---: | :---: | :---: | :---: | :---: |
|  | (In Literature) | (in MBH Method ) | FJ <br> $(0.8)$ | RPJ <br> $(1.2)$ | FPJ <br> $(2.2)$ |  |
| 67 | 9.169119588389 | $\mathbf{9 . 1 6 8 9 7 1 8 8 1 7 8 4}$ | 12 | 2 | 0 |  |
| 73 | 9.54050950465 | $\mathbf{9 . 5 4 0 3 4 6 1 5 2 1 3 8}$ | 11 | 2 | $2(\mathrm{~s})$ |  |
| 75 | 9.672029634515 | $\mathbf{9 . 6 7 2 0 2 9 6 3 1 9 4 7}$ | 12 | 3 | 19 |  |
| 78 | 9.857712212603 | $\mathbf{9 . 8 5 7 7 0 9 8 9 9 8 8 5}$ | 9 | 8 | 4 |  |
| 79 | 9.905063467661 | 9.905063467661 | 2 | 1 | 2 |  |
| 80 | 9.968151813153 | 9.968151813153 | 3 | 17 | 6 |  |

Tab. 8.8: Performance of $\mathrm{MBH}(\mathrm{FJ}), \mathrm{MBH}(\mathrm{RPJ})$ and $\mathrm{MBH}(\mathrm{FRJ})$ approaches (with $\mathrm{MNI}=200, R=50$ )

In the above experiments reported in the Table 8.7 we observed that there are three failures ( $n=78,79,80$ ) in MBH(FJ), two failures ( $n=67,75$ ) in $\mathrm{MBH}(\mathrm{RPJ})$, and four failures ( $n=67,73,75,80$ ) in $\mathrm{MBH}(\mathrm{FPJ})$ over 5 runs with MaxNonImp $=200$. Therefore, we have performed another experiment for $n=67,73,75,78,79,80$ with 50 runs and all the three strategies (MaxNonImpis still fixed to 200). The results are reported in Table 8.8. We observe that all the approaches are able to obtain OurBestResults except for the instances $n=76$ and $n=73$ in the MBH(FPJ) approach. In $n=67,50$ runs MBH(FPJ) are unable to obtain at least BestKnown value. Again in $n=73,50$ runs MBH(FPJ) are unable to obtain OurBestResults but can obtain a better value than the

BestKnown value, namely $s=9.540350146$. It is worthwhile to remark that with a slightly larger number of runs, $\mathrm{MBH}(\mathrm{FPJ})$ is able to obtain OurBestResults values which are better than the BestKnown value (see the table) for both the cases .

| $n$ | BestKnown | OurBestResult | Number of Successes |  |  |
| :---: | ---: | ---: | :---: | :---: | :---: |
|  | (In Literature) | (in MBH Method ) | FJ <br> $(0.8)$ | RPJ <br> $(1.2)$ | FPJ <br> $(2.2)$ |
| 31 | 6.291502622129 | 6.291502622129 | 1 | $\mathbf{2 4}$ | 1 |
| 68 | 9.229773746751 | 9.229773746751 | 21 | $\mathbf{3 7}$ | 18 |
| 78 | 9.857712212603 | $\mathbf{9 . 8 5 7 7 0 9 8 9 9 8 8 5}$ | $\mathbf{2 1}$ | 19 | 16 |
| 79 | 9.905063467661 | 9.905063467661 | 2 | $\mathbf{7}$ | 6 |
| 80 | 9.968151813153 | 9.968151813153 | 4 | $\mathbf{2 0}$ | 11 |
| 83 | 10.116864426926 | $\mathbf{1 0 . 1 1 6 8 5 7 8 7 5 1 0 2}$ | 21 | $\mathbf{2 3}$ | 5 |
| 92 | 10.684689759023 | $\mathbf{1 0 . 6 8 4 6 4 5 8 4 7 9 1 6}$ | $\mathbf{5}$ | 4 | 2 |
| 95 | 10.840205021597 | 10.840205021597 | 19 | $\mathbf{2 0}$ | 10 |
| 98 | 10.979383128207 | 10.979383128207 | $\mathbf{4 1}$ | 39 | 36 |
| Total Success |  |  |  |  |  |

Tab. 8.9: Comparison among MBH(FJ), MBH(RPJ) and MBH(FRJ) approaches in Hard Instances (with MNI $=500, R=50$ )

Finally, we would tike to compare the three strategies MBH(FJ), MBH(RPJ) and MBH(FPJ) over the previously defined nine Hard instances. We considered the number of runs $R=50$ and we fixed MaxNonImp to the larger value 500. The results are reported Table 8.9. All strategies are able to reach the best known value at least once. Taking into account the overall number of successful runs, we observe that $\mathrm{MBH}(\mathrm{RPJ})$ performs best, while $\mathrm{MBH}(\mathrm{FJ})$ performs better than MBH(FPJ). Therefore, in spite of the fact that the MBH(RPJ) approach previously appeared as the most time consuming (see Table 8.7), it also appears as a quite robust one, guaranteeing a large number of successes also on the hardest instances.

### 8.5 Experiments with the PBH approach

### 8.5.1 Comparison with $M B H$ on hard instances

In the first experiment we compare the behavior of PBH and MBH on the previously identified Hard Instances for MBH. We might think that the difficulty of such instances is due to the existence of different funnels, so that many runs of MBH are needed before hitting the (putative) global optimum. In this case the multi-path search performed by PBH should allow to detect the solution more easily, though at a higher computational cost (approximately, a single run of PBH has a cost which is $N_{p}$ times larger than a single run of MBH, where $N_{p}$ denotes the size of the population). We will compare $\mathrm{MBH}(\mathrm{FJ})$ and PBH(FJ) setting $\Delta=0.8$ and MaxNonImp $=500$ in both cases, setting $N_{p}=10$ and employing the distance dissimilarity measure in PBH. In order to have a comparable overall computation time, we perform 50 runs of MBH and 5 of


Fig. 8.5: Comparison between MBH and PBH regarding average elapsed time per success in some hard instances

PBH. The results are displayed in Table 8.10, where for each instance we report the percentage of successes. The results reported in the table suggest that PBH with a relatively large $N_{p}$ value is certainly a robust approach, able to detect with a high percentage of success (often $100 \%$ ) the solution of the hard instances. On the other hand, we should recall the higher computational cost of a PBH run.

Tab. 8.10: Comparison between MBH and PBH with $N_{p}=10$ approaches in some
hard instances

|  | OurBestResult | Success (in \%) |  |
| ---: | ---: | :---: | :---: |
| n | (in PBH) | PBH $\left(N_{p}=10\right)$ | MBH |
| 31 | 6.291502622129 | $\mathbf{1 0 0}$ | 2 |
| 68 | 9.229773746751 | $\mathbf{1 0 0}$ | 42 |
| 78 | $\mathbf{9 . 8 5 7 7 0 9 8 9 9 8 8 5}$ | $\mathbf{1 0 0}$ | 42 |
| 79 | 9.905063467661 | $\mathbf{6 0}$ | 4 |
| 80 | 9.968151813153 | $\mathbf{8 0}$ | 8 |
| 83 | $\mathbf{1 0 . 1 1 6 8 5 7 8 7 5 1 0 2}$ | $\mathbf{1 0 0}$ | 42 |
| 92 | $\mathbf{1 0 . 6 8 4 6 4 5 8 4 7 9 1 6}$ | $\mathbf{6 0}$ | 10 |
| 95 | 10.840205021597 | $\mathbf{8 0}$ | 38 |
| 98 | 10.979383128207 | $\mathbf{1 0 0}$ | 82 |

For this reason, we compare the two approaches on the basis of the elapsed time per success. Figure 8.5 displays the average elapsed time per success of $\mathrm{MBH}(\mathrm{FJ})$ and PBH(FJ) on the hard instances. The figure shows that, with the remarkable exception of the $n=31$ case, where PBH strongly outperforms MBH, the two approaches are often comparable but MBH is, usually, slightly superior.
8.5.2 Impact of population size $N_{p}$ in PBH

In the previous experiments we considered $\mathrm{PBH}(\mathrm{FJ})$ with $N_{p}=10$. Now we would like to investigate more thoroughly the impact of the population
size in PBH. In these experiments we consider $\mathrm{PBH}(\mathrm{FJ})$ with population sizes $N_{p}=\{1,2,4,8,10\}$. We set MaxNonImp $=100, \Delta=0.8$, and employ the distance dissimilarity measure. The experiments are performed on the large instances $n=80 \ldots 100$. Note that $N_{p}=1$ corresponds to the MBH approach. In order to have a comparable computation time, the number of runs is $R=50,25,13,6,5$ for $N_{p}=\{1,2,4,8,10\}$ respectively. The results are reported in Table 8.11 in form of percentage of successes.

Tab. 8.11: The Impact of Number of Populations in PBH approach

|  | OurBestResult | Success (in \%) with MNI $=100$ |  |  |  |  |
| ---: | ---: | ---: | :---: | :---: | :---: | :---: |
| n | (in PBH) | $N_{p}=1$ | $N_{p}=2$ | $N_{p}=4$ | $N_{p}=8$ | $N_{p}=10$ |
| 80 | 9.96815181315344 | 4 | 8 | 25 | 50 | 100 |
| 81 | 10.0108642412007 | 38 | 68 | 83 | 100 | 100 |
| 82 | 10.0508242234505 | 58 | 92 | 100 | 100 | 100 |
| 83 | $\mathbf{1 0 . 1 1 6 8 5 7 8 7 5 1 0 2}$ | 4 | 4 | 25 | 67 | 60 |
| 84 | 10.1495308672362 | 100 | 100 | 100 | 100 | 100 |
| 85 | 10.1631114658768 | 100 | 100 | 100 | 100 | 100 |
| 86 | $\mathbf{1 0 . 2 9 8 7 0 1 0 5 3 1 1}$ | 72 | 100 | 100 | 100 | 100 |
| 87 | $\mathbf{1 0 . 3 6 3 2 0 8 5 0 5 0 7 8}$ | 18 | 100 | 100 | 100 | 100 |
| 88 | $\mathbf{1 0 . 4 3 2 3 3 7 6 9 2 7 3 2}$ | 74 | 100 | 100 | 100 | 100 |
| 89 | $\mathbf{1 0 . 5 0 0 4 9 1 8 1 4 5 7 4}$ | 28 | 68 | 75 | 50 | 100 |
| 90 | 10.5460691779537 | 68 | 100 | 100 | 100 | 100 |
| 91 | 10.5667722335056 | 64 | 100 | 100 | 100 | 100 |
| 92 | $\mathbf{1 0 . 6 8 4 6 4 5 8 4 7 9 1 6}$ | 0 | 0 | 0 | 17 | 0 |
| 93 | $\mathbf{1 0 . 7 3 3 3 5 2 6 0 0 2 6}$ | 18 | 12 | 25 | 17 | 20 |
| 94 | $\mathbf{1 0 . 7 7 8 0 3 2 1 6 0 2 5 2}$ | 36 | 28 | 42 | 50 | 60 |
| 95 | 10.840205021597 | 0 | 40 | 50 | 100 | 60 |
| 96 | $\mathbf{1 0 . 8 8 3 2 0 2 7 5 9 7 2 2 2}$ | 0 | 4 | 0 | 0 | 0 |
| 97 | $\mathbf{1 0 . 9 3 8 5 9 0 1 1 0 0 7 3}$ | 14 | 4 | 42 | 67 | 100 |
| 98 | 10.979383128207 | 4 | 100 | 100 | 100 | 100 |
| 99 | $\mathbf{1 1 . 0 3 3 1 4 1 1 5 1 4 4 5 6}$ | 0 | 16 | 50 | 83 | 100 |
| 100 | $\mathbf{1 1 . 0 8 2 1 4 9 7 2 4 3 1}$ | 18 | 64 | 83 | 100 | 100 |
| Total No. Failure |  |  |  |  |  |  |

The results somehow confirms those in the previous subsection: indeed, in spite of one or two failures, the largest tested $N_{p}$ values, say $N_{p} \in\{8,10\}$, usually guarantee the highest percentage of successes (very often $100 \%$ successes), confirming that for large $N_{p}$ values PBH turns out to be a quite robust approach. On the other hand, in many cases also small $N_{p}$ values (even $N_{p}=1$, i.e. MBH, although this is also the case with the largest number, 4, of failures) quite often guarantee a high percentage of successes (at a lower computational cost per success with respect to large $N_{p}$ values). Basically, it seems that for these problems single or few path searches are often already quite efficient and that the benefits coming from the greater diversification guaranteed by PBH with larger $N_{p}$ values are overridden by the larger computational cost per iteration. It is worthwhile to remark that we could obtain two further improvements at $n=96,99$ (see Figure 8.11)

### 8.5.3 Comparison of different dissimilarity measures

Since we have previously proposed two dissimilarity measures, we would like to perform a final experiment to compare the performance of $\mathrm{PBH}(\mathrm{FJ})$ with the two dissimilarity measures Distance Dissimilarity (DD) and Objective-Distance Dissimilarity (ODD). For this experiments we consider the instances $n=80 \ldots 100$ plus the hard instances with $n<80$, set MaxNonImp $=200$ and $500, \Delta=0.8$. We also consider three population sizes $N_{p}=\{2,5,10\}$ and always perform $R=5$ runs. The results are displayed in Table 8.12. We notice that the differences between the two dissimilarity measures are not particularly significative, although, with the only exception of $N_{p}=10$ and MaxNonImp=200, DD usually has a slightly lower number of failures and higher number of improvements. As a final remark, we point out that DD and ODD are reasonable measures but certainly not the only possible ones. A possible aim for future researches is that of proposing and testing new measures.

Tab. 8.12: The Comparison between different dissimilarity measures in PBH approach with $N_{p}=2,5,10$. Note that in this table OurBestResult is denoted as

|  | OBR No. of Success for $\mathrm{R}=5 \mathrm{\&}$ MN |  |  |  |  |  |  | No. of Success for $\mathrm{R}=5$ \& MNI $=800$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $N_{p}=2$ |  | $N_{p}=5$ |  | $N_{p}=10$ |  | $N_{p}=2$ |  | $N_{p}=5$ |  | $N_{p}=10$ |  |
| $n$ | ( In PBH ) | DD | ODD | DD | ODD | DD | ODD | DD | ODD | DD | ODD | DD | ODD |
| 31 | 6.291502 | 1 | 0 | 3 | 0 | 5 | 1 | 2 | 0 | 5 | 1 | 5 | 3 |
| 68 | 9.229773 | 1 | 1 | 4 | 3 | 4 | 5 | 1 | 2 | 5 | 4 | 5 | 5 |
| 78 | 9.857709 | 1 | 1 | 3 | 5 | 2 | 4 | 3 | 3 | 3 | 0 | 3 | 1 |
| 79 | 9.905063 | 0 | 0 | 2 | 0 | 2 | 0 | 1 |  | 2 | 2 | 3 | 3 |
| 80 | 9.9681518 | 0 | 0 | 1 | 1 | 2 | 1 | 1 | 4 | 4 | 5 | 5 | 5 |
| 81 | 10.010864 | 4 | 4 | 3 | 4 | 4 | 5 | 4 | 5 | 5 | 5 | 5 | 5 |
| 82 | 10.050824 | 2 | 3 | 2 | 2 | 0 | 1 | 1 | 1 | 4 | 4 | 3 | 3 |
| 83 | 10.116857 | 0 | O |  | 5 | 5 | 5 | 5 | 5 | 5 | 5 | 5 | 5 |
| 84 | 10.1495308 | 4 | 5 | 5 | 5 | 5 | 5 | 5 | 4 | 5 | 5 | 5 | 5 |
| 85 | 10.163111 | 4 | 3 | 4 | 2 | 4 | 5 | 5 | 5 | 5 | 5 | 5 | 5 |
| 86 | 10.29870 | 3 | 4 | 4 | 4 | 5 | 5 | 5 | 5 | 5 | 5 | 5 | 5 |
| 87 | 10.363208 | 5 | 5 | 5 | 5 | 5 | 5 | 4 | 5 | 5 | 5 | 5 | 5 |
| 88 | 10.432337 | 4 |  | 1 | 2 | 3 | 5 | 3 | 4 | 5 | 5 | 4 | 5 |
| 89 | 10.500491 | $\stackrel{2}{2}$ | 3 | 5 | 5 | 5 | 5 | 5 | 4 | 5 | 5 | 5 | 5 |
| 90 | 10.5460691 | 5 | ${ }_{4}^{4}$ | 5 | 5 | 5 | 5 | 5 | 4 | 5 | 5 | 5 | 5 |
| 91 | 10.5667722 | 4 | ${ }_{0}$ | 0 | 1 | 0 | 0 | 1 | 1 | 1 | 1 | 0 | 0 |
| 92 | 10.684645 | 1 | 0 | 1 | 0 | 1 | 2 | 1 | 1 | 1 | 2 | 2 | 4 |
| 93 | 10.733352 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 2 | 0 | 0 | 0 |
| 94 | 10.778032 | 0 |  |  | 3 | 2 | 3 | 2 | 1 | 2 | 4 | 5 | 4 |
| 95 | 10.840205 | 1 | ${ }_{0}$ |  |  | ${ }_{0}$ | 1 | 0 | 0 | 1 | 1(s) | 1 | 1 |
| 96 | 10.883202 | 0 | 0 | 0 | 1 13) | 1 | 2 | 1 | 3 | 3 | 5 | 4 | 5 |
| 97 | 10.938590 | 0 |  |  | 3 |  | 4 | 4 | 4 | 5 | 5 | 5 | 5 |
| 98 | 10.979383 | 1 (a) | $\stackrel{2}{2}$ | 4 | 3 $3(8)$ | 2 | 3 | 1 | 1 | 1 | 4(s) | 4 | 3 |
| 99 | 11.033141 | 1 (8) | $1(8)$ 2 | 1 2 | $3(8)$ 3 | 2 | 4 | 3 | 4 | 4 | 5 | 5 | 5 |
| 100 | 11.082149 | 2 | 2 | 2 | 3 |  |  |  |  |  | 2 | 2 | 2 |
| T. Failure(0) |  | 6 | 9 | 2 | 3 | 4 | 3 | 2 | 10 | 13 | 10 | 11 | 11 |
| T. Impro. (12) |  | 8 | 7 | 11 | 9 | 9 | 11 | 120 | 111 | 152 | 179 | 297 | 269 |
| T. Lime (hrs) |  | 48 | 44 | 62 | 76 | 117 | 107 | 120 | 1 |  |  |  |  |

## 9. PACKING PROBLEMS: NON-IDENTICAL CIRCLES IN A SMALLEST CIRCULAR CONTAINER

In Chapter 6 we have given the mathematical formulation for the problem of packing equal/unequal circles into a circular container and also proposed algorithms for solving the problem with equal circles, called Identical Circles Packing in a Circular Container (ICPCC) problem. In order to deal with the case of unequal circles one may think to extend the approaches employed for the case of equal circles with a slight variant in the perturbation moves: for instance, for the FJ perturbation strategy the coordinates of each circle $i$ are displaced by a uniform random perturbation within the interval $\left[-\Delta r_{i}, \Delta r_{i}\right]$, where $r_{i}$ denotes the radius of circle $i$ (for RPJ and FPJ the displacement is restricted to a subset of circles). But, as we will see through some experiments, this simple extension is not the best way to tackle the problem. Indeed, the case of unequal circles has some peculiarities which have to be taken into account. The combinatorial side of this problem, represented by the different radii of the circles, can (and actually should) be exploited in some ways. In particular, we will propose a further possible perturbation move which is only suitable for the unequal circle packing problem. Moreover, we will also propose another strategy, again only suitable for unequal circles, where we first optimize a fraction of relatively larger circles, and then insert one or a part of the remaining smaller circles sequentially and simultaneously optimize them. All these issues, together with some computational experiments will be discussed in the following sections.

### 9.1 Proposed Sequential Insertion Based MBH

At first we discuss the strategy based on first removing and later re-inserting "small" circles. The basic idea is that, once a configuration with large circles is available, we can easily find some room for the smaller circles within the circular container without having to enlarge the radius of the container, or by only mildly enlarging it. Having removed "small" circles, we have the advantage of dealing with a smaller and simpler problem.

The technique is rather simple. First we select some circles to be removed; then, we apply MBH (or PBH) on the reduced set of circles; finally, the algorithm sequentially inserts the missing circles (following a non increasing order of the radii). In what follows we define this approach as Sequential Insertion Based MBH or PBH (SIB-MBH or SIB-PBH). The new procedure, which exploits the different radii of the circles, performs the following steps:

- (a) apply the Removal Strategy to remove "small" circles;
- (b) apply MBH (or PBH) on the remaining subset of larger circles;


Fig. 9.1: Illustration of Insertion Rule

- (c) apply Insertion Rule for sequentially inserting the missing circles.

Besides all components of the MBH (or PBH) approach, there are two further components in this new approach namely (i) Removal Strategy (RemS) and (ii) Insertion Rule $\left(\mathcal{I}_{\mathcal{R}}\right)$. Before giving a formal description of SIB-MBH, we describe these two new components.
(i) Removal Strategy (RemS). It is observed from the experiments that small circles are sometimes relatively easily inserted in holes of optimized configurations for some subset of the larger circles without having to enlarge the container or with just a small enlargement. According to our Removal Strategy, circles are indexed in decreasing order with respect to their radius. Then, a fraction of circles - "small" circles - is removed.

Of course, we need to define what a "small" circle is. We define a circle $i$ as a small circle if its radius is at least four times smaller than the largest one, i.e., circle $i$ is small if

$$
\begin{equation*}
r_{i} \leq \frac{1}{4} \max _{j=1, \ldots, n} r_{j} \tag{9.1}
\end{equation*}
$$

Let us denote the set of initially removed circles as $\mathcal{S}_{\mathcal{R}}$; then

$$
\begin{equation*}
\mathcal{S}_{\mathcal{R}}=\left\{i: r_{i} \leq \frac{1}{4} \max _{j=1, \ldots, n} r_{j}\right\} \tag{9.2}
\end{equation*}
$$

This strategy strongly simplifies some instances of the problem through a considerable reduction of the search space during the first phase where some circles are removed.
(ii) Insertion Rule ( $\mathcal{I}_{\mathcal{R}}$ ). In the insertion process of a given circle $c_{s}$ in $\mathcal{S}_{\mathcal{R}}$, first the algorithm creates a regular grid of points over a square region containing the circular container. The step of the square grid is half of the inserted
circle's radius. The edge length of the square region is the sum of the diameter of the container and the radius of the circle to be inserted, so that the circular container, which is optimized previously by the reduced circles, is fully enclosed within the square (both have the origin as their common center). Next, the algorithm searches for "free" spaces where to insert circle $c_{s}$. Given a point ( $x_{i}, y_{i}$ ) over the grid, we declare the space around it as free, if its distance from the other circles' centers is at least equal to $r_{s}$, the radius of the circle to be inserted. In other words, if we place circle $c_{s}$ with center in point ( $x_{i}, y_{i}$ ) over the grid, the other circles' centers are not in the interior of such circle. Note that at least one free space certainly exists. Indeed, according to the above definitions, all the corners of the square certainly correspond to free spaces. It is worthwhile to note that the definition of "free"space does not mean that the space is large enough to contain circle $c_{s}$ with no overlap with the other circles: a partial overlap is permitted and, actually, if the circle to be inserted is small compared to other circles, then even full overlapping may occur during the insertion process. It may also happen that the new circle is not fully (or even not at all) contained in the circular container. In spite of this partial or full overlap with other circles and of the possibility of crossing the border of the circular container, a local search procedure started at the new configuration with the added circle is able to adjust it in such a way that no overlap occurs without enlarging the radius of the circular container or with an as small as possible enlargement of such radius.

We may illustrate the Insertion Rule by Figure 9.1. Suppose we have 9 unequal circles in which 5 circles are "small". So after that we have found a configuration with the four larger circles by any algorithm like, e.g. MBH or PBH (see Figure 9.1(a)), next the insertion algorithm searches for a space in the given four-circle configuration by exploring the grid of points to insert the remaining largest circle (green color) in $\mathcal{S}_{\mathcal{R}}$. Once the algorithm finds a "free" space, it picks up the green colored (largest) circle from the set $\mathcal{S}_{\mathcal{R}}$ and places its center at the point of the grid where a "free" space has been detected (see Figure 9.1(b)). Notice in Figure 9.1(b) that the inserted circle partially overlaps with some of the other circles and also crosses the border of the container circle. After having detected a "free" space, the algorithm starts a local search from the newly created configuration in order to remove possible overlaps and reduce as much as possible the radius of the circular container. The algorithm is stopped when all free spaces have been tested. The new configuration with the added circle will be the one with the smallest radius of the circular container. In case during the search a configuration is detected with the same radius of the circular container as before the addition of the circle, then the algorithm stops returning this configuration. Once the new configuration is returned, the algorithm removes the added circle from $\mathcal{S}_{\mathcal{R}}$, selects the next largest circle in $\mathcal{S}_{\mathcal{R}}$ (the blue circle in the example), and repeats the above procedure until $\mathcal{S}_{\mathcal{R}}$ becomes empty. The pseudo-code structure of the insertion rule $\mathcal{I}_{\mathcal{R}}$ starting from an initial configuration $X$ and trying to add circle $s$ is as follows ( $\tau$ denotes the local search procedure, while $f$ returns the radius of the circular container for a given configuration):

$$
\mathcal{I}_{\mathcal{R}}(X, s)
$$

Step 1 (Init) Set $\min _{\text {rad }}=+\infty$
Step 2 (Grid): create a regular grid $T$ on the square region
containing the circular container
For each $\left(x_{i}, y_{i}\right) \in T$
If the space around $\left(x_{i}, y_{i}\right)$ is "free" Then
Set $Y=X \cup\left\{\left(x_{i}, y_{i}\right)\right\}$
Set $X^{\prime}=\tau(Y)$
If $f\left(X^{\prime}\right)<\min _{\text {rad }}$ Then
Set $X^{*}=X^{\prime}$
If $f\left(X^{\prime}\right)=f(X)$ Then return $X^{\prime}$
EndFor
Return $X^{*}$

Once we have defined the insertion procedure, we are ready to give a formal description of the whole algorithm:
Sequential Insertion Based MBH
Step 1(RemS): remove the set $\mathcal{S}_{\mathcal{R}}$ of all the "small" circles
Step 2(MBH): Apply MBH on the reduced problem.
Let $X$ be the outcome of MBH
While $\mathcal{S}_{\mathcal{R}} \neq \emptyset$

$$
\begin{aligned}
& \text { Let } s \in \arg \max \left\{r_{i}: i \in \mathcal{S}_{\mathcal{R}}\right\} \\
& \text { Set } X=\mathcal{I}_{\mathcal{R}}(X, s) \\
& \text { Set } \mathcal{S}_{\mathcal{R}}=\mathcal{S}_{\mathcal{R}} \backslash\{s\}
\end{aligned}
$$

EndWhile
Return $X$

In the above algorithm MBH can be easily substituted by any other algorithm returning a configuration in the reduced space. In case MBH is replaced by PBH, the insertion procedure can be either applied to the best member of the final population, or, alternatively, to all members of the final population.

### 9.2 New perturbation moves

As already pointed out, when dealing with unequal circles, we can add new perturbation moves to the slight variant of the perturbation moves employed for equal circles. In particular, here we propose two further perturbation moves namely (i) the Random Jump (RJ) perturbation move and (ii) the Radius Based Random Swap (RBRS) perturbation move. The former could actually be employed also with equal circles (in fact, we will see that it is basically equivalent to the Jerk Perturbation move but less "local"). The latter can only be employed with unequal circles.

### 9.2.1 Random Jump (RJ) perturbation move

In Section 8.4 we have developed the Jerk Perturbation (JP) move technique in which circles' centers are perturbed within a neighbor space. The proposed Random Jump (RJ) perturbation move is actually quite similar: circles are


Fig. 9.2: Illustration of RJ perturbation move
randomly selected but rather than being slightly perturbed, they can jump within a large region (actually, in some sense the JP move can be regarded as a special case of the RJ perturbation move, in which only small jumps are allowed). Figure 9.2 illustrates the move. In Figure 9.2(a) we have a locally optimal configuration. In the example the RJ perturbation move randomly selects a single circle (the red one in the figure). Then, after the RJ perturbation the new configuration is displayed in Figure 9.2(b). Notice that the red circle jumps within a square region whose edge is $\sum r_{i}$ and is delimited by the dotted line in the figure, but crosses the border of the container and also overlaps with another circle. As usual, the local search procedure adjusts all the circles so that no overlaps occurs, and the circular container in such a way that its radius is as small as possible. The pseudo-code of the RJ perturbation moves is given below (the value of $B_{R}$, the diameter of the square boundary, is fixed to $\sum_{j=1}^{n} r_{j}$ ):
The pseudo-code of the RJ perturbation
Step 1: Let $Z=\left\{z_{11}, z_{12}, \ldots, z_{n 1}, z_{n 2}\right\}$ be a local minimum and set $Z^{\prime}=Z$ Step 2: select $\Delta n \in(1, n)$ randomly do $i=1$ to $\Delta n$
Step 3: select $\hat{i} \in\{1, \ldots, n\}$ randomly
Step 4: select $\Delta z_{i k} \in\left(-B_{R}, B_{R}\right)$ randomly
do $\mathrm{k}=1$ to 2
Step 5: set $z_{i k}^{\prime}:=z_{i k}+\Delta z_{i k}$
End do
Step 6: set $Z^{\prime}=Z^{\prime} \cap\left\{z_{i}^{\prime}\right\} /\left\{z_{i}\right\}$
End do
return $Z^{\prime}$


Fig. 9.3: Illustration of RBRS perturbation move

### 9.2.2 Radius Based Random Swap

In the Radius Based Random Swap (RBRS), first one or few pairs of circles are selected in such a way that in each pair the radii of the two circles are different (it will be soon clear that if two circles in a pair have the same radius, then the RBRS perturbation is meaningless). Then, we keep fixed the centers of the circles but swap their radii. For illustration, let Figure 9.3(a) represent a local optimal configuration; let the red and blue circles form the randomly selected pair. Then, after RBRS perturbation the new configuration is given in Figure 9.3(b). Notice that after swapping the radii, overlaps between circles occur and the red circle gets (slightly) outside the circular container. As usual, the local search procedure will adjust the situation in order to recover a feasible solution. The pseudo-code of the RBRS perturbation move is given below:

## The pseudo-code of RBRS perturbation

Step 1: Let $Z=\left\{z_{11}, z_{12}, \ldots, z_{n 1}, z_{n 2}\right\}$ be a local minimum and set $Z^{\prime}=Z$
Step 2: define $\Delta n \in(1, n / 2)$ randomly/deterministically
Step 3: randomly select $\Delta n$ distinct circles' pairs $\left(i_{k}, j_{k}\right), k=1, \ldots, \Delta n$ so that $r_{i_{k}} \neq r_{j_{k}}$.
do $k=1$ to $\Delta n$
Step 4: swap the two radii $\left(r_{i_{k}}, r_{j_{k}}\right)$
End do
return $Z^{\prime}$

### 9.3 Experiments and discussion

In this section we will perform some experiments to investigate different issues. In particular we will study:

- the performance of the proposed perturbations;
- the performance of the Sequential Insertion Based MBH (SIB-MBH) approach;
- the impact of the population.

Tab. 9.1: Test set with unequal circles

| Test n . | $n$ | Radii | BestKnown |
| :---: | :---: | :---: | :---: |
| 1 | 6 | $r_{1-3}=10, r_{4-6}=4.826$ | 21.5480 |
| 2 | 9 | $r_{1-4}=1, r_{5-9}=0.41415$ | 2.4142 |
| 3 | 9 | $r_{1-3}=10, r_{4-9}=3.533$ | 21.5470 |
| 4 | 12 | $r_{1-3}=10, r_{4-9}=3.533, r_{10-12}=2.3$ | 21.5470 |
| 5 | 13 | $r_{1-3}=10, r_{4-6}=4.826, r_{7-12}=2.371, r_{13}=1.547$ | 21.5470 |
| 6 | 19 | $\begin{aligned} & r_{1-3}=10, r_{4-6}=4.826, r_{7-12}=2.371, r_{13}=1.547, \\ & r_{14-19}=1.345 \end{aligned}$ | 21.5470 |
| 7 | 19 | $\begin{aligned} & r_{1-3}=10, r_{4-9}=3.533, r_{10-12}=2.3, r_{13-18}=1.8 \\ & r_{19}=1.547 \end{aligned}$ | 21.5470 |
| 8 | 22 | $\begin{aligned} & r_{1-3}=10, r_{4-6}=4.826, r_{7-12}=2.371, \\ & r_{13}=1.547, r_{14-19}=1.345, r_{20-22}=1.161, \end{aligned}$ | 21.5470 |
| 9 | 25 | $\begin{aligned} & r_{1-3}=10, r_{4-9}=3.533, r_{10-12}=2.3, r_{13-18}=1.8 \\ & r_{19}=1.547, r_{20-25}=1.08 \end{aligned}$ | 21.5470 |
| 10 | 28 | $\begin{aligned} & r_{1-3}=10, r_{4-6}=4.826, r_{7-12}=2.371, r_{13}=1.547 \\ & r_{14-19}=1.345, r_{20-22}=1.161, r_{23-28}=0.9 \end{aligned}$ | 21.5470 |
| 11 | 10 | $\begin{aligned} & r_{1}=50, r_{2}=40, r_{3-5}=30, r_{6}=21 \\ & r_{7}=20, r_{8}=15, r_{9}=12, r_{10}=10 \end{aligned}$ | 99.8850 |
| 12 | 11 | $\begin{aligned} & r_{1-2}=25, r_{3-4}=20, r_{5}=15, r_{6}=14 \\ & r_{7}=12, r_{8}=11, r_{9}=10.5, r_{10}=10, r_{11}=8.4 \end{aligned}$ | 60.8900 |
| 13 | 14 | $\begin{aligned} & r_{1}=40, r_{2}=38, r_{3}=37, r_{4}=36, r_{5}=35 \\ & r_{6}=31, r_{7}=27, r_{8}=23, r_{9}=19, r_{16}=17, r_{11}=16 \\ & r_{12}=15, r_{13}=14, r_{14}=11 \end{aligned}$ | 114.9800 |
| 14 | 17 | $r_{1}=25, r_{2}=20, r_{3-4}=15, r_{5-7}=10, r_{8-17}=5$ | 49.6837 |
| 15 | 12 | $r_{1-3}=100, r_{4-6}=48.26, r_{7-12}=23.72$ | 215.4700 |
| 16 | 15 | $r_{1}=1, r_{i+1}=r_{i}+1, i=1, \ldots, 14$ | 39.3700 |
| 17 | 17 | $r_{1-4}=100, r_{5-9}=41.415, r_{10-17}=20$ | 241.4214 |
| 18 | 162 | $\begin{aligned} & r_{1-3}=1.8, r_{4}=1.75, r_{5-16}=1.3, r_{17-25}=1.05 \\ & r_{26-40}=0.9, r_{41-71}=0.8, r_{72}=0.75, r_{73-83}=0.7 \\ & r_{84-137}=0.65, r_{138-162}=0.55 \end{aligned}$ | 11.7300 |

The test instances which will be considered are those reported in [106]. These are 18 test instances for the case of unequal circles. ${ }^{1}$ The characteristics of each test are indicated in Table 9.1. In such table column Test $n$. denotes the identifier of the instance; column $n$ denotes the number of circles of the instance; column Radii denotes the different radii of the circles in the instance; column BestKnown denotes the best known value in the literature for the instance.

### 9.3.1 Experiments with different perturbation moves and with the sequential insertion strategy

The different perturbation moves which will be tested are the Full Jerk (FJ) one (with perturbation range $\Delta_{i}=0.8 r_{i}$ for the coordinates of the $i$-th circle), the Random Jump (RJ) perturbation move (with a number of randomly selected

[^2]Tab. 9.2: The Impact of Removal Strategy in Sequential insertion based approach

| Test n. | $n$ | Reduced circles |
| ---: | ---: | ---: |
| 1 | 6 | 6 |
| 2 | 9 | 9 |
| 3 | 9 | 9 |
| 4 | 12 | 9 |
| 5 | 13 | 6 |
| 6 | 19 | 6 |
| 7 | 19 | 9 |
| 8 | 22 | 6 |
| 9 | 25 | 9 |
| 10 | 28 | 6 |
| 11 | 10 | 8 |
| 12 | 11 | 11 |
| 13 | 14 | 14 |
| 14 | 17 | 7 |
| 15 | 12 | 6 |
| 16 | 15 | 12 |
| 17 | 17 | 9 |
| 18 | 162 | 162 |

Tab. 9.3: The performance of MBH approaches with different perturbation moves and insertion strategies. Note that in this table OurBestResults is denoted as OBRs.

| Test n . | OBRs | No. of success (Result) of MBH approach |  |  | No. of success (Result) of SIB-MBH approach |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | FJ | RJ | RBRS | FJ | RJ | RBRS |
| 1 | 21.5480 | 50 | 15 | 50 | 50 | 15 | 50 |
| 2 | 2.4142 | 12 | 15 | 37 | 12 | 15 | 37 |
| 3 | 21.5470 | 14 | 10 | 40 | 14 | 10 | 40 |
| 4 | 21.5470 | 8 | 1 | 19 | 14 | 10 | 40 |
| 5 | 21.5480 | 3 | 0 | 5 | 3 | 2 | 9 |
| 6 | 21.5470 | 0 | 0 | 0 | 19 | 14 | 50 |
| 7 | 21.5470 | 0 | 0 | 0 | 14 | 10 | 40 |
| 8 | 21.5480 | 0 | 0 | 0 | 20 | 16 | 50 |
| 9 | 21.5470 | 0 | 0 | 0 | 14 | 15 | 38 |
| 10 | 21.5470 | 0 | 0 | 0 | 20 | 15 | 24 |
| 11 | 99.8850 | 0 | 0 | 12 | 0 | 0 | 50 |
| 12 | 60.7099 | 0 | 0 | $\begin{aligned} & 12 \\ & (60.7099) \end{aligned}$ | 0 | 0 | $\begin{aligned} & \hline 12 \\ & (60.7099) \\ & \hline \end{aligned}$ |
| 13 | $113.5552$ | $\begin{aligned} & 10 \\ & (114.0814) \end{aligned}$ | 0 | $\begin{aligned} & 6 \\ & \hline(113.5846) \end{aligned}$ | $\begin{aligned} & \hline 10 \\ & 114.0814) \\ & \hline \end{aligned}$ | 0 | $\begin{aligned} & 6 \\ & (113.5846) \\ & \hline \end{aligned}$ |
| 14 | 49.1873 | $\begin{aligned} & 1 \\ & (49.31945) \end{aligned}$ | $\begin{aligned} & \hline 10 \\ & (49.6498) \end{aligned}$ | $\begin{aligned} & 1 \\ & (49.2470) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 6 \\ & (49.1873) \\ & \hline \end{aligned}$ | $\begin{aligned} & 100 \\ & (49.1873) \end{aligned}$ | $\begin{aligned} & 50 \\ & (\mathbf{4 9 . 1 8 7 3 )} \end{aligned}$ |
| 15 | 215.4700 | 5 | 0 | 7 | 31 | 16 | 50 |
| 16 | 38.8380 | $\begin{aligned} & \hline 1 \\ & (38.9189) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 10 \\ & (39.2962) \\ & \hline \end{aligned}$ | $\begin{aligned} & 1 \\ & 38.8380 \\ & \hline \end{aligned}$ | 0 | $\begin{aligned} & \hline 3 \\ & (39.3534) \\ & \hline \end{aligned}$ | $\begin{aligned} & 5 \\ & (38.8380) \\ & \hline \end{aligned}$ |
| 17 | 241.4214 | 0 | 0 | 7 | 7 | 8 | 28 |
| 18 | $\begin{array}{r} 11.5119 \\ (\%) \end{array}$ | $\begin{aligned} & \hline 1 \\ & (11.5336) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 5 \\ & (11.6599) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 1 \\ & (11.5422) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 1 \\ & (11.5336) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 5 \\ & (11.6599) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 1 \\ & (11.5422) \\ & \hline \end{aligned}$ |
| Failure | 0 | 8 | 11 | 5 | 3 | 3 | 0 |
| Success | 18 | 10 | 7 | 13 | 15 | 15 | 18 |
| Imp. | 5 | 4 | 3 | 5 | 3 | 3 | 5 |
| B. Imp. | 5 | 0 | 0 | 2 | 1 | 1 | 3 |

circles, on which the perturbation is carried on, equal to $\lceil n / 20+1\rceil$ ), and the Radius Based Random Swap (RBRS) one (with $\lceil n / 20+1\rceil$ randomly selected pairs of circles on which the perturbation is carried on). Experiments are performed both with the standard MBH approach and with the sequential insertion strategy, i.e. with the SIB-MBH approach. In all cases we set MaxNonImp $=200$. The number of runs is $R=50$ for all tests except for the highly computationally demanding Test n . 18 for which we reduced the number of runs to $R=6$.

For what concerns SIB-MBH, we report in Table 9.2 for each test iastance the total number $n$ of circles for the instance and the reduced number of circles after removal of the "small" circles. We observe from the table that for some test instances like, e.g., n. 6-10 a large number of "small" circles is removed. For some other instances a lower number of circles is removed (like, e.g., instances n. 4 and 11). Finally, for the test instances n. 1, 2, 3, 12, 13 and 18 there is no "small" circle and, consequently, the MBH and SIB-MBH approach are equivalent ones.

The results are reported in Table 9.3. Column Test $n$. denotes the identifier of the test instance as indicated in Table 9.1. Column OBRs (OurBestResult) denotes the best results we could obtain during all our experiments. Note that in all cases a value (in the Column OBRs) at least as good as the BestKnown one in the literature as reported in Table 9.1, is reached and that values in boldface indicate better results compared to the BestKnown ones. The next following three columns report the number of successes on each instance for each of the three perturbation moves tested (FJ, RJ, RBRS) with MBH approach. The last three columns report the number of successes on each instance for each of the three perturbation moves tested (FJ, RJ, RBRS) with SIB-MBH, i.e. with the use of the sequential insertion strategy. It is worthwhile to explain here what do we mean by number of successes. When the number of successes is equal to 0 , this means that the approach was unable to reach the best known result in the literature: For all the instances for which the best result obtained by an approach was at least as good as the best known one in the literature, the number of successes is the number of runs where the best result has been obtained. In the latter case, when a result better than the best known one in the literature could be obtained, we also report within parenthesis such result. We also remark here that for Test n.13, we have obtained the best result - 113.5552* by the 500 runs of SIB-MBH(RBRS) approach ${ }^{2}$, while for Test $n .18$ we have obtained the best result-11.5119* by the SIB-PBH(FJ) approach discussed later on.

In the table the row named Failure reports the total number of instances where the approach was unable to reach the best known result in the literature (or, equivalently, the number of instances for which the number of successes is equal to 0 ). Similarly, row Success reports the total number of instances where the approach was able to obtain a solution at least as good as the best known one. Row Imp. reports the total number of instances for which the approach was able to obtain an improved solution and, finally, row B. Imp. indicates the total number of instances for which the approach was able to obtain an improved solution which is also the overall best among all those obtained in the

[^3]different experiments.
Now we briefly discuss the results reported in Table 9.3. At first we consider the performance of the different perturbations moves within the standard MBH approach, i.e. MBH without sequential insertion strategy. We observe that the MBH(RBRS) approach was able to obtain success in 13 instances out of 18 ; in five inctances it was able to improve the available BestKnown value and in three cases the improvement is a vowi Thfortunately, there are also five failures. Note that enlarging the number of runs only partiany neso. ...ived, wher we extended the number of runs to $R=500$, we could get at least one success for all the instances but still two failures, namely for the two tests n .9 and 10. The situation is even worse for the $\mathrm{MBH}(\mathrm{FJ})$ and $\mathrm{MBH}(\mathrm{RJ})$ approaches, for which the number of failures is clearly higher compared to that of the MBH (RBRS) approach; moreover, though there are some improvements in both the approaches, none of them has a best improvement.

Things get definitely better when we consider the performance of the different perturbations moves in the SIB-MBH approach. The SIB-MBH(RBRS) approach has no failure, five improvements and three best improvements; both SIB$\mathrm{MBH}(\mathrm{FJ})$ and SIB-MBH(RJ) approaches, though inferior with respect to SIBMBH(RBRS), have only three failures but one best improvement. If we focus our attention on the comparison between MBH(RSBS) and SIB-MBH(RSBS), we can remark that the five failures in MBH(RSBS) occur with instances $n$. $6-10$, for which the SIB-MBH(RSBS) approach first removes a relatively large number of ("small") circles. Once such circles are removed, the problems get quite easy ones and the following sequential insertion can always be carried on relatively easily without having to enlarge the radius of the circular container (i.e., all the missing circles can be inserted in the "holes" of the container). This is not always the case. Instance n. 14 deserves some attention. The different runs of MBH over the reduced space return two distinct solutions with the seven remaining circles, one with radius 48.6111 and the other with radius 48.922 , so that the first one is clearly better than the second one. But when moving to the second phase (sequential insertion of the missing circles), the situation is reversed: the first solution leads to a solution with radius 49.2296, while the second one leads to a better solution with radius 49.1873. Basically, the second solution has a worse radius but larger holes where the missing circles can be placed. Therefore, what we can conclude from this is that it is often a good strategy to perform the insertion of missing circles not only from the best solution returned by the first phase, but also from some suboptimal solutions obtained during the first phase, because the latter may lead to better solutions after insertion of the missing circles.

The final indications of this set of experiments are quite clear:

- the use of the sequential strategy clearly enhances the performance of all the approaches, independently from the perturbation move employed (for a given perturbation move the performance with the sequential strategy is almost always better than the one without);
- the RBRS move is a clear winner with respect to the FJ and RJ moves with a lower number of failures, a higher number of improvements and best

Tab. 9.4: The total elapsed CPU times of the experiments for SIB-MBH(RBRS) approach

| Test n. | Elapsed time (sec) |
| ---: | ---: |
| 1 | 39 |
| 2 | 75 |
| 3 | 104 |
| 4 | 440 |
| 5 | 35806 |
| 6 | 17607 |
| 7 | 3778 |
| 8 | 11768 |
| 9 | 63890 |
| 10 | 52967 |
| 11 | 213 |
| 12 | 264 |
| 13 | 468 |
| 14 | 4975 |
| 15 | 813 |
| 16 | 249 |
| 17 | 3130 |
| 18 | 407137 |

improvements, and with a number of successes almost always larger than those obtained with the other moves. The only exception is represented by instance n .18 . The peculiarities of this instance and a possible explanation for the worse behavior of RBRS with respect to FJ on it, will be discussed later on.

Some attention should be focused on instance n. 13 and, even more, on instance n.16. In both cases all radii are different and the different between two consecutive radii is relatively small. In these cases the MBH (RBRS) approach (or the SIB-MBH(RBRS) approach) works much better than the approaches with other perturbation moves. For instance n. 16 we observed a large variability of the final solutions and, in spite of the relatively small dimension, this instance turns out to be particularly challenging. We remark that instance n. 16 is one (actually of moderate size) among those proposed in the Circle Packing Contest (see http://www.recmath.org/contest/CirclePacking/index.php), and its difficulty seems to confirm that such instances are more challenging than the other test instances with unequal circles reported in the literature. More generally, our impression is that the hardest instances for the case of unequal circles are those with many circles with slightly different radii. For a discussion about how to deal with the instances of the contest we refer to [3].

As a final comment, we emphasize once again that the proposed approaches and, in particular, the SIB-MBH(RBRS) one, turn out to be extremely efficient when compared with the existing literature, being able to get at least the same results and, in some cases, also to considerably improve the best known results as reported in [106] (and in Table 9.1). We also report in Table 9.4 the overall computation time required for $R=50$ runs on all the test instances except for the instance n .18 , for which $R=6$, as already mentioned.

Tab. 9.5: Impact of Population in RBRS perturbation moves on sequential insertion based approach. Note that in this table OurBestResults is denoted as OBRs.

| Text n . | OBRa | No. of success in \% (result) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $N_{p}=1$ | $N_{p}=2$ | $N_{p}=4$ | $N_{p}=5$ | $N_{p}=8$ | $N_{p}=10$ |
| 1 | 21.5480 | 100 | 100 | 100 | 100 | 100 | 100 |
| 2 | 2.4142 | 74 | 100 | 100 | 100 | 100 | 100 |
| 3 | 21.5470 | 80 | 100 | 100 | 100 | 100 | 100 |
| 4 | 21.5470 | 80 | 100 | 100 | 100 | 100 | 100 |
| 5 | 21.5480 | 18 | 100 | 100 | 100 | 100 | 100 |
| 6 | 21.5470 | 100 | 100 | 100 | 100 | 100 | 100 |
| 7 | 21.5470 | 80 | 100 | 100 | 100 | 100 | 100 |
| 8 | 21.5480 | 100 | 100 | 100 | 100 | 100 | 100 |
| 9 | 21.5470 | 76 | 100 | 100 | 100 | 100 | 100 |
| 10 | 21.5470 | 48 | 100 | 100 | 100 | 100 | 100 |
| 11 | 99.8850 | - 100 | 100 | 100 | 100 | 100 | 100 |
| 12 | 60.7098 | 24 (80.7099) | 44(80.7099) | 67(60.7099) | 80(60.7099) | $33(60.7099)$ | 80(60.7099) |
| 13 | $113.5552^{*}$ | 12(113.5846) | 12(113.7753) | 16(113.8376) | 40(113.9434) | 33(114.02999) | 100(113.59499) |
| 14 | 49.1873 | 100(49.1873) | 96(49.1873) | 100(48.1873) | 100(49.1873) | 100(49.1873) | 100(49.1873) |
| 15 | 215.4700 | 100 | 100 | 16 | 100 | 100 |  |
| 16 | 38.8380 | 10(38.8380) | 28(38.8380) | 42(38.8380) | 70(38.8380) | 50(38.8380) | 80(38.8380) |
| 17 | 241.4214 | 56 | 100 | 100 | 100 | 100 | 100 |
| 18 | 11.5119* | 12 (11.5422) | 8(11.5256) | 50(11.5410) | 30(11.5410) | 100(11.5416) | 60(11.5369) |
| $100 \%$ Suc. |  | 6 | 13 | 13 | 15 | 15 | 15 |
| 50\% < Suc. < 100\% |  | 6 | 1 | 1 | 0 | 0 | 3 |
| 5\% < Suc. < $50 \%$ |  | 6 | 4 | 4 | 3 | 3 | 0 |
| Beat Impro. |  | 3 | 3 | 3 | 3 | 3 | 3 |

### 9.3.2 Impact of population

In this section we investigate the PBH approach with different population sizes. Following the indications obtained from the previous set of experiments, we will first restrict our attention to SIB-PBH(RBRS) (sequential insertion will be performed starting from all the members of the final population).

We consider the population sizes $N_{p}=2,4,5,8,10$ as well as $N_{p}=1$ (i.e. the SIB-MBH(RBRS) approach). In Table 9.5 we report the results in terms of percentage of successes obtained with: 50 runs of SIB-MBH(RBRS), 25 runs of SIB-PBH(RBRS) with $N_{p}=2,12$ runs of SIB-PBH(RBRS) with $N_{p}=4,10$ runs of SIB-PBH(RBRS) with $N_{p}=5,6$ runs of SIB-PBH(RBRS) with $N_{p}=8$, and 5 runs of SIB-PBH(RBRS) with $N_{p}=10$. This way the overall computational effort with the different population sizes is approximately the same. We set MaxNonImp $=200$ for all the population sizes.

The distance dissimilarity measure in SIB-PBH(RBRS) approach is similar to (7.1), the one employed with equal circles, but with a slight difference. Given a local minimizer $X$, in vector $\delta_{X}$ we first place the distances with respect to the barycenter of the circles with largest radius, ordered in a nondecreasing way, then the distances with respect to the barycenter of the circles with second largest radius, ordered again in a nondecreasing way, and so on for all the different radii. Then, we define the dissimilarity measure as follows:

$$
\mathcal{D}(X, Y)=\sum_{k=1}^{n}\left|\delta_{X}[k]-\delta_{Y}[k]\right| .
$$

We observe in the table that both MBH as well as PBH based approaches are able to obtain at least the best known value in the literature (no failure is observed), and in some cases, to improve it. Even MBH turns out to be able to reach good percentage of successes in most instances. On the other hand, as we increase the population size, the robustness of the method also increases, reaching $100 \%$ in almost all instances ( 15 out of 18 ) for $N_{p} \geq 5$.

Tab. 9.6: The impact of FJ and RBRS perturbation moves on sequential insertion based approaches in presents of population. Note that in this table OurBestResults is denoted as OBRs.

| StResult is denoted OS OBRS. <br> n |
| :--- |

### 9.3.3 Comparison of PBHs with different perturbation moves

We decided to perform also some experiments to compare the performance of PBH (actually, SIB-PBH) with the FJ perturbation move as well as with the RBRS perturbation move. We only considered $N_{p}=5,10$ with the number of runs $R=10,5$ respectively. We also restricted the instances to the five ones for which we were able to improve the best known results in the literature, i.e. Tests $\mathrm{n} .12,13,14,16$ and 18 . The experimental results are reported in Table 9.6. It can be clearly seen that in all cases, except instance n.18, the FJ perturbation move, which does not take into account the combinatorial nature of the problem, delivers results inferior to those obtained with the RBRS perturbation move based on swapping the centers of circles with different radii.

Test n. 18 deserves a separate comment. For this case it seems that the FJ perturbation move is better than the RBRS one (this was also observed in Table 9.3). If we look at this instance, we notice that it contains a large number of circles with the same radius (e.g., 54 circles, one third of the total number of circles, have radius equal to 0.65 ). It is possible that such circles occupy a portion of the container which can not be optimized by swapping moves (recall that such moves only involve circles with different radii), while it can be optimized efficiently by random perturbations. Seen in another way, we have two distinct aspect in a problem with unequal circles: a continuous one, represented by the fact that circle centers have to be chosen in $\mathbb{R}^{2}$, and a combinatorial one, due to the different radii of the circles. In the case of circles with all equal radius the combinatorial component simply does not exist, while in case there are a lot of (or even all, as in instances n. 13 and 16) circles with different radii, the combinatorial component is more relevant than the continuous one. In case of test n .18 , with few different radii and many circles with the same radius, it seems that taking into account the continuous aspect (through the use of the random FJ perturbation) is more important than taking into account the combinatorial aspect (through the use of swapping moves). Something which could be explored in the future is a mixed strategy, where both swap moves and random ones are employed.

## 10. CONCLUSION AND FUTURE RESEARCH

In the thesis we have dealt with two optimization problems, maximin Latin Hypercube Design (LHD) and packing equal and unequal circles into a circular container. Such two classes of optimization problems differ for the nature of their feasible region: in the former the feasible region is a discrete set (the problem is a combinatorial optimization one), while in the latter the feasible region is continuous. Moreover, such problems usually arise in different contexts and applications. However, in spite of these differences, there are many similarities between them: in both we have to place "objects" (respectively, design points and circles) in a region (respectively, a hypercube and a circular container) in such a way that some constraints are satisfied (respectively, no common coordinate of the design points and no overlapping between circles' interiors) and some quality measure is optimized (respectively, the minimum distance between the points to be maximized, and the radius of the circular container, to be minimized). The similarities are even stronger between maximin LHD and the problem of packing equal circles. Indeed, the latter is equaivalent to the problem of placing points within a circular container with fixed radius in such a way that their minimum distance is maximized, exactly like in maximin LHD.

The similarities between the problems suggested to study similar heuristic approaches for them. Maximin LHD has been attacked with Iterated Local Search (ILS) heuristics, while packing problems have been attacked with Monotonic Basin Hopping (MBH) heuristics and their population-based variant PBH. In spite of the different names (used to follow the current terminology in the literature) the two approaches are quite similar and, in fact, MBH can be viewed as the continuous counterpart of ILS (typically used in the context of combinatorial optimization problems).

Below we summarize the main findings of the thesis and discuss about possible future research directions.

### 10.1 Contributions

In the thesis we have proposed and computationally tested different variants of ILS and MBH approaches respectively for the maximin LHD and packing problems. The proposed algorithms achieve a breakthrough to obtain optimal solutions compared with existing methods. In the following subsections we discuss about such achievements.

### 10.1.1 Maximin LHD

In the definition of ILS approaches for maximin LHD a major role has been played by the definition of the perturbation move operator. We have proposed mainly two Perturbation Moves (PM) named Cyclic Order Exchange (COE) and Pairwise Crossover (PC) and their variants. Both PM operators turn out to be effective and efficient. COE is better when ( $N, k$ ) are small, while PC is better when $(N, k)$ are relatively large. A quite relevant finding is that higher quality results can be obtained if the most natural optimality criterion $\operatorname{Opt}\left(D_{1}, J_{1}\right)$, which only takes into account the minimum distance $D_{1}$ in a LHD and the number $J_{1}$ of its occurences, is substituted by the optimality criterion $\operatorname{Opt}\left(D_{1}, \phi\right)$, where LHDs are compared through function $\phi$, which takes into account all distances in a LHD (with a decreasing weight as the distance gets larger). In our opinion, a remarkable finding of the thesis is that a monotonic search with respect to $\phi$ values but non monotonic with respect to the $D_{1}$ values, returns (much) better results with respect to a simple monotonic search with respect to the ( $D_{1}, J_{1}$ ) values. It seems that the search through the $\phi$ values allows effective backtracking moves with respect to the ( $D_{1}, J_{1}$ ) values.

We have also discussed about the time complexity of the ILS algorithms. It is not possible to give an exact time complexity of the ILS approaches but, mixing theoretical considerations and computational experiments, we have derived empirical formulas returning computation times as a function of the $N$ and $k$ values.

Finally we have compared the proposed ILS approaches with the existing literature. Experimentally it is shown that such approaches are competitive with existing ones and in many cases they outperform them. The algorithms have been able to obtain a large number of improved maximin LHD values which have been recently uploaded in the web site http://www.spacefillingdesigns.nl/ (see [276]).

Though the proposed algorithms have been able to come state-of-the-art, there is still place for improvements. In particular, for small $k$ values it has been observed that a different approach, Periodic Design (PD), is still able to outperform the proposed ILS approaches for sufficiently large $N$ values.

### 10.1.2 Packing problems

For these problems we discussed the Monotonic and Population Basin Hopping approaches. Their performance turned out to be quite good (with many improvements with respect to the existing literature). But besides deriving such results, our aim were that of analyzing the each components of the approaches in order to study their impact and to choose carefully their definition. In particular, the experiments revealed that:

- local searches alone are not enough: the simple Multistart approach, where local searches are started from randomly sampled points, performs much worse than a carefully designed MBH approach;
- in the case of equal circles, the "optimal" size $\Delta$ of the perturbation where
circles are randomly shifted within a region whose size is controlled by $\Delta$, is inversely proportional with respect to the number of perturbed circles; moreover, it also appears that an intermediate choice between perturbing only few circles or all of them is the best option;
- in the case of unequal circles, the better choice between a random shift of the circles like in the case of equal circles, and a combinatorial move where radii of the circles are swapped, depends on the ratio between the number of different radii's values and the total number of circles: as the ratio increases, combinatorial moves become preferable;
- the experiments show that there is not an optimal choice for the stopping parameter MaxNonImp (sometimes even for small $n$ values, like $n=31$, a longer search is better) but they identify robust choices for it;
- in the case of unequal circles, removal of small circles is often essential to solve the problems, but it is important to observe that there is not a monotonic relation between partial and complete configurations, i.e. while a partial configuration has a better radius than another one, the situation can be reversed when adding missing circles;
- on average, the best performance is obtained with MBH or with PBH with a small population, but PBH with a larger population seems to guarantee more robustness, with good results also over the instances where MBH has to struggle.


### 10.2 Future Research

Though extensive experiments have been performed for a careful choice of the algorithms' components and of the parameter values, and for a comparison with the existing literature, we believe that a major issue for the future is a further analysis, not merely from the experimental point of view but also from the theoretical one, of the algorithms as well as of the problems at hand. Exploiting theoretical properties of the problems could allow, e.g., to reduce the search space and improve the quality of the results.

Moreover other possible directions for future works could include:

- testing the proposed ILS approaches with other optimality criteria;
- investigate and improve the Local Search as well as Perturbation Move operators;
- improve the code to reduce time complexity;
- extend the approaches to other packing problems;
- develop more robust perturbations moves;
- develop more robust dissimilarity measures.
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APPENDIX

## A. OVERALL IMPROVED VALUES

## A. 1 Overall improved radii in ICPCC

Here we display all the improved values (radii of the circular containers) for ICPCC. For $n=2, \ldots, 100$ our proposed algorithms are able to reach all the best known values in the literature (available in [274]) and to obtain 21 improved configurations, whose radii are reported in Table A.1.

## A. 2 Overall improved radii in NICPCC

Here we display all the improved values for NICPCC. As we mentioned in Chapter 9 , we consider the instances given in [106]. For these instances our algorithms were able to reach all the best known results and to improve some of them, whose radii are reported in Table A.2.

Tab. A.1: The overall improved radii for ICPCC problem

| $n$ | radii |
| :--- | :--- |
| 66 | 9.096279426924 |
| 67 | 9.168971881784 |
| 70 | 9.345653194084 |
| 71 | 9.415796896871 |
| 73 | 9.540346152138 |
| 74 | 9.589232764339 |
| 75 | 9.672029631947 |
| 77 | 9.798911924507 |
| 78 | 9.857709899885 |
| 83 | 10.116857875102 |
| 86 | 10.298701053110 |
| 87 | 10.363208505078 |
| 88 | 10.432337692732 |
| 89 | 10.500491814574 |
| 92 | 10.684645847916 |
| 93 | 10.733352600260 |
| 94 | 10.778032160252 |
| 96 | 10.883202759722 |
| 97 | 10.938590110073 |
| 99 | 11.033141151446 |
| 100 | 11.082149724310 |

Tab. A.2: The overall improved radii for NICPCC problem

| Test n. | $n$ | OurBestResults |
| :--- | :--- | :--- |
| 12 | 11 | 60.7099 |
| 13 | 14 | 113.5552 |
| 14 | 17 | 49.1873 |
| 16 | 15 | 38.8380 |
| 18 | 162 | 11.5119 |

## B. SOME IMPROVED SOLUTIONS

## B. 1 Examples of improved LHDs

In Tables B.1-B. 4 we report few examples with the coordinates of LHDs which improve the best known ones reported in [276]

Tab. B.1: Examples of improved Maximin LHDs for $k=3,4,5$
( improved w.r.t the values available in [276])

| Pts | Factors/Coordinates |  |  | Pts |  | tors | Coo | dina |  | Factors/Coordinates |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $(N, k)=(17,3) ; \mathrm{Mm}=[54,18]$ |  |  |  | $(N, k)=(14,4) ; \mathrm{Mm}=[79,8]$ |  |  |  |  |  | ) $=$ | 11,5 | ; M | $=[82$ |  |
| 1 | 0 | 4 | 13 | 1 | 0 | 3 | 5 | 7 | 1 | 0 | 7 | 10 | 5 | 0 |
| 2 |  | 3 | 4 | 2 |  | 9 | 11 | 4 | 2 | 1 | 8 | 2 | 6 | 4 |
| 3 | 2 | 10 | 8 | 3 | 2 | 12 | 4 | 9 | 3 | 2 | 5 | 9 | 2 | 8 |
| 4 | 3 | 12 | 16 | 4 | 3 | 8 | 2 | 1 | 4 | 3 | 0 | 6 | 8 | 2 |
| 5 |  | 9 | 1 | 5 | 4 | 4 | 12 | 11 | 5 | 4 | 1 | 1 | 1 | 7 |
| 6 | 5 | 16 | 3 | 6 | 5 | 1 | 10 | 2 | 6 | 5 | 3 | 4 | 9 | 10 |
| 7 | 6 | 1 | 9 | 7 | 6 | 5 | 3 | 13 | 7 | 6 | 6 | 5 | 0 | 1 |
| 8 |  | 15 | 10 | 8 | 7 | 0 | 0 | 6 | 8 | 7 | 10 | 7 | 10 | 5 |
| 9 | 8 | 6 | 14 | 9 | 8 | 13 | 7 | 3 | 9 | 8 | 9 | 3 | 3 | 9 |
| 10 | 9 | 8 | 7 | 10 | 9 | 11 | 9 | 12 | 10 | 9 | 4 | 0 | 7 | 3 |
| 11 | 10 | 2 | 2 | 11 | 10 | 7 | 13 | 5 | 11 | 10 | 2 | 8 | 4 | 6 |
| 12 | 11 | 11 | 0 | 12 | 11 | 10 | 1 | 8 | ( $N$, | $=$ | 39,5 | Mm | $=[57$ |  |
| 13 | 12 | 13 | 15 | 13 | 12 | 2 | 8 | 10 | 1 | 0 | 33 | 12 | 23 | 20 |
| 14 | 13 | 0 | 11 | 14 | 13 | 6 | 6 | 0 | 2 | 1 | 9 | 28 | 8 | 13 |
| 15 | 14 | 14 | 6 | ( $N$, | $=$ | 36,4 | Mm | 29 | 3 | 2 | 11 | 4 | 16 | 26 |
| 16 | 15 | 7 | 12 | 1 | 0 | 13 | 10 | 13 | 4 | 3 | 18 | 25 | 13 | 36 |
| 17 | 16 | 5 | 5 | 2 | 1 | 23 | 21 | 22 | 5 | 4 | 21 | 22 | 36 | 7 |
| ( $N$, | $=$ | 3,3) | Mm | 3 | 2 | 30 | 27 | 6 | 6 | 5 | 6 | 31 | 30 | 24 |
| 1 | 0 | 14 | 9 | 4 | 3 | 8 | 30 | 27 | 7 | 6 | 29 | 37 | 20 | 15 |
| 2 | 1 | 25 | 13 | 5 | 4 | 9 | 12 | 31 | 8 | 7 | 26 | 18 | 12 | 0 |
| 3 | 2 | 17 | 21 | 6 | 5 | 27 | 4 | 23 | 9 | 8 | 35 | 23 | 2 | 22 |
| 4 | 3 | 5 | 17 | 7 | 6 | 12 | 28 | 9 | 10 | 9 | 17 | 13 | 35 | 35 |
| 5 | 4 | 8 | 29 | 8 | 7 | 28 | 6 | 5 | 11 | 10 | 5 | 7 | 9 | 4 |
| 6 | 5 | 28 | 24 | 9 | 8 | 32 | 31 | 32 | 12 | 11 | 1 | 10 | 32 | 14 |
| 7 | 6 | 4 | 4 | 10 | 9 | 0 | 19 | 17 | 13 | 12 | 22 | 0 | 27 | 6 |
| 8 | 7 | 26 | 3 | 11 | 10 | 1 | 2 | 14 | 14 | 13 | 37 | 27 | 29 | 32 |
| 9 | 8 | 15 | 1 | 12 | 11 | 10 | 8 | 0 | 15 | 14 | 27 | 1 | 5 | 17 |
| 10 | 9 | 19 | 30 | 13 | 12 | 26 | 15 | 35 | 16 | 15 | 32 | 9 | 14 | 38 |
| 11 | 10 | 32 | 14 | 14 | 13 | 34 | 18 | 15 | 17 | 16 | 10 | 35 | 24 | 3 |
| 12 | 11 | 12 | 12 | 15 | 14 | 25 | 34 | 16 | 18 | 17 | 8 | 14 | 0 | 27 |
| 13 | 12 | 0 | 25 | 16 | 15 | 22 | 20 | 1 | 19 | 18 | 7 | 38 | 10 | 28 |
| 14 | 13 | 22 | 18 | 17 | 16 | 15 | 0 | 28 | 20 | 19 | 19 | 19 | 19 | 19 |
| 15 | 14 | 11 | 23 | 18 | 17 | 17 | 29 | 33 | 21 | 20 | 36 | 6 | 34 | 23 |
| 16 | 15 | 1 | 11 | 19 | 18 | 16 | 17 | 19 | 22 | 21 | 24 | 34 | 1 | 8 |
| 17 | 16 | 29 | 27 | 20 | 19 | 3 | 22 | 3 | 23 | 22 | 0 | 17 | 21 | 34 |
| 18 | 17 | 20 | 7 | 21 | 20 | 5 | 32 | 20 | 24 | 23 | 38 | 21 | 25 | 5 |
| 19 | 18 | 9 | 2 | 22 | 21 | 2 | 11 | 29 | 25 | 24 | 15 | 33 | 31 | 37 |
| 20 | 19 | 6 | 32 | 23 | 22 | 20 | 1 | 11 | 26 | 25 | 25 | 32 | 38 | 16 |
| 21 | 20 | 31 | 8 | 24 | 23 | 31 | 5 | 25 | 27 | 26 | 31 | 36 | 11 | 29 |
| 22 | 21 | 18 | 28 | 25 | 24 | 14 | 35 | 4 | 28 | 27 | 2 | 26 | 6 | 9 |
| 23 | 22 | 3 | 20 | 26 | 25 | 33 | 25 | 26 | 29 | 28 | 14 | 16 | 33 | 1 |
| 24 | 23 | 16 | 16 | 27 | 26 | 4 | 7 | 10 | 30 | 29 | 20 | 11 | 3 | 2 |
| 25 | 24 | 30 | 19 | 28 | 27 | 35 | 9 | 7 | 31 | 30 | 12 | 8 | 37 | 25 |
| 26 | 25 | 23 | 0 | 29 | 28 | 29 | 26 | 8 | 32 | 31 | 16 | 2 | 15 | 33 |
| 27 | 26 | 2 | 6 | 30 | 29 | 21 | 16 | 34 | 33 | 32 | 4 | 5 | 17 | 12 |
| 28 | 27 | 27 | 31 | 31 | 30 | 19 | 33 | 21 | 34 | 33 | 34 | 15 | 4 | 21 |
| 29 | 28 | 13 | 5 | 32 | 31 | 18 | 13 | 2 | 35 | 34 | 3 | 29 | 28 | 18 |
| 30 | 29 | 10 | 26 | 33 | 32 | 6 | 24 | 30 | 36 | 35 | 28 | 3 | 22 | 11 |
| 31 | 30 | 24 | 10 | 34 | 33 | 11 | 3 | 24 | 37 | 36 | 30 | 20 | 26 | 31 |
| 32 | 31 | 21 | 22 | 35 | 34 | 7 | 23 | 12 | 38 | 37 | 13 | 24 | 7 | 30 |
| 33 | 32 | 7 | 15 | 36 | 35 | 24 | 14 | 18 | 39 | 38 | 23 | 30 | 18 | 10 |

Tab. B.2: Examples of improved Maximin LHDs for $k=6,7$

| Pts | Factors/ Coordinates |  |  |  |  |  | Pts | Factors/Coordinates |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $(N, k)=(9,6) ; \mathrm{Mm}=[82,6]$ |  |  |  |  |  |  | $(N, k)=(7,7) ; \mathrm{Mm}=[62,7]$ |  |  |  |  |  |  |
| 1 | 0 | 8 | 5 | 5 | 4 | 4 | 1 | 0 | 5 | 3 | 1 | 0 | 2 | 4 |
| 2 | 1 | 1 | 2 | 3 | 2 | 0 | 2 | 1 | 4 | 6 | 6 | 4 | 5 | 3 |
| 3 | 2 | 0 | 6 | 7 | 7 | 5 | 3 | 2 | 0 | 0 | 5 | 2 | 3 | 1 |
| 4 | 3 | 2 | 8 | 1 | 1 | 6 | 4 | 3 | 2 | 2 | 0 | 5 | 6 | 5 |
| 5 | 4 | 3 | 0 | 4 | 3 | 8 | 5 | 4 | 6 | 1 | 3 | 6 | 1 | 2 |
| 6 | 5 | 4 | 4 | 0 | 8 | 3 | 6 | 5 | 1 | 4 | 4 | 3 | 0 | 6 |
| 7 | 6 | 5 | 1 | 8 | 6 | 1 | 7 | 6 | 3 | 5 | 2 | 1 | 4 | 0 |
| 8 | 7 | 7 | 3 | 2 | 0 | 2 | $(N, k)=(43,7) ; \mathrm{Mm}=[1301,1]$ |  |  |  |  |  |  |  |
| 9 | 8 | 6 | 7 | 6 | 5 | 7 | 1 | 0 | 17 | 24 | 9 | 22 | 27 | 2 |
| $(N, k)=(41,6) ; \mathrm{Mm}=[938,1]$ |  |  |  |  |  |  | 2 | 1 | 24 | 20 | 15 | 3 | 34 | 34 |
| 1 | 0 | 14 | 14 | 24 | 38 | 14 | 3 | 2 | 11 | 2 | 11 | 18 | 7 | 28 |
| 2 | 1 | 38 | 24 | 30 | 11 | 22 | 4 | 3 | 20 | 21 | 38 | 25 | 16 | 40 |
| 3 | 2 | 7 | 39 | 22 | 17 | 16 | 5 | 4 | 7 | 26 | 30 | 2 | 12 | 16 |
| 4 | 3 | 28 | 6 | 17 | 25 | 37 | 6 | 5 | 29 | 1 | 20 | 32 | 36 | 26 |
| 5 | 4 | 17 | 17 | 18 | 6 | 0 | 7 | 6 | 10 | 6 | 36 | 33 | 17 | 8 |
| 6 | 5 | 6 | 10 | 26 | 5 | 29 | 8 | 7 | 14 | 34 | 18 | 34 | 0 | 21 |
| 7 | 6 | 15 | 27 | 39 | 26 | 35 | 9 | 8 | 36 | 5 | 26 | 6 | 15 | 11 |
| 8 | 7 | 30 | 34 | 13 | 36 | 27 | 10 | 9 | 39 | 22 | 4 | 27 | 14 | 35 |
| 9 | 8 | 37 | 11 | 10 | 27 | 8 | 11 | 10 | 26 | 23 | 42 | 13 | 40 | 9 |
| 10 | 9 | 2 | 23 | 9 | 30 | 33 | 12 | 11 | 38 | 29 | 31 | 41 | 23 | 14 |
| 11 | 10 | 21 | 33 | 14 | 7 | 38 | 13 | 12 | 19 | 41 | 16 | 31 | 38 | 31 |
| 12 | 11 | 25 | 2 | 38 | 16 | 10 | 14 | 13 | 37 | 42 | 29 | 9 | 18 | 25 |
| 13 | 12 | 27 | 32 | 33 | 28 | 2 | 15 | 14 | 0 | 10 | 22 | 14 | 42 | 18 |
| 14 | 13 | 5 | 1 | 7 | 20 | 13 | 16 | 15 | 2 | 32 | 0 | 11 | 21 | 27 |
| 15 | 14 | 31 | 4 | 12 | 1 | 21 | 17 | 16 | 30 | 30 | 3 | 7 | 3 | 10 |
| 16 | 15 | 12 | 28 | 4 | 32 | 4 | 18 | 17 | 4 | 14 | 7 | 42 | 24 | 23 |
| 17 | 16 | 32 | 37 | 8 | 10 | 9 | 19 | 18 | 33 | 7 | 8 | 37 | 10 | 5 |
| 18 | 17 | 0 | 19 | 35 | 21 | 7 | 20 | 19 | 3 | 39 | 33 | 28 | 25 | 6 |
| 19 | 18 | 36 | 15 | 34 | 37 | 24 | 21 | 20 | 42 | 25 | 10 | 19 | 41 | 12 |
| 20 | 19 | 18 | 31 | 37 | 0 | 15 | 22 | 21 | 27 | 27 | 39 | 20 | 1 | 3 |
| 21 | 20 | 4 | 25 | 5 |  | 18 | 23 | 22 | 35 | 0 | 28 | 30 | 4 | 33 |
| 22 | 21 | 8 | 3 | 31 | 31 | 31 | 24 | 23 | 25 | 17 | 21 | 0 | 5 | 39 |
| 23 | 22 | 22 | 9 | 2 | 40 | 25 | 25 | 24 | 8 | 33 | 35 | 5 | 32 | 38 |
| 24 | 23 | 40 | 21 | 3 | 18 | 32 | 26 | 25 | 13 | 19 | 41 | 38 | 39 | 29 |
| 25 | 24 | 29 | 12 | 36 | 8 | 36 | 27 | 26 | 40 | 13 | 34 | 15 | 33 | 37 |
| 26 | 25 | 9 | 36 | 27 | 39 | 20 | 28 | 27 | 1 | 11 | 13 | 17 | 9 | 4 |
| 27 | 26 | 34 | 40 | 32 | 19 | 30 | 29 | 28 | 22 | 3 | 2 | 8 | 28 | 20 |
| 28 | 27 | 13 | 8 | 6 | 12 | 39 | 30 | 29 | 18 | 31 | 17 | 1 | 29 | 1 |
| 29 | 28 | 19 | 7 | 23 | 35 | 1 | 31 | 30 | 6 | 4 | 23 | 21 | 22 | 42 |
| 30 | 29 | 39 | 18 | 28 | 9 | 5 | 32 | 31 | 28 | 36 | 27 | 36 | 13 | 41 |
| 31 | 30 | 3 | 29 | 29 | 13 | 34 | 33 | 32 | 23 | 38 | 6 | 35 | 19 |  |
| 32 | 31 | 16 | 38 | 1 | 23 | 28 | 34 | 33 | 21 | 8 | 25 | 29 | 35 | 0 |
| 33 | 32 | 24 | 13 | 0 | 14 | 6 | 35 | 34 | 15 | 9 | 40 | 4 | 20 | 17 |
| 34 | 33 | 10 | 5 | 25 | 4 | 12 | 36 | 35 | 16 | 18 | 1 | 26 | 2 | 32 |
| 35 | 34 | 35 | 30 | 15 | 34 | 11 | 37 | 36 | 32 | 35 | 5 | 10 | 26 | 36 |
| 36 | 35 | 11 | 35 | 20 | 15 | 3 | 38 | 37 | 9 | 40 | 24 | 12 | 6 | 22 |
| 37 | 36 | 23 | 22 | 21 | 33 | 40 | 39 | 38 | 34 | 12 | 12 | 40 | 30 | 30 |
| 38 | 37 | 33 | 0 | 19 | 22 | 23 | 40 | 39 | 12 | 15 | 32 | 39 | 8 | 19 |
| 39 | 38 | 1 | 16 | 11 | 29 | 19 | 41 | 40 | 31 | 37 | 37 | 23 | 31 | 15 |
| 40 | 39 | 20 | 20 | 40 | 24 | 17 | 42 | 41 | 41 | 16 | 19 | 16 | 11 | 13 |
| 41 | 40 | 26 | 26 | 16 | 3 | 26 | 43 | 42 | 5 | 28 | 14 | 24 | 37 | 24 |

Tab. B.3: Examples of improved Maximin LHDs for $k=8,9$
( improved w.r.t the values available in [276])

| Pts | Factors/ Coordinates |  |  |  |  |  |  |  | Pts | Factors/Coordinates |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $(N, k)=(7,8) ; \mathrm{Mm}=[71,1]$ |  |  |  |  |  |  |  |  | $(N, k)=(7,9) ; \mathrm{Mm}=[80,1]$ |  |  |  |  |  |  |  |  |
| 1 | 0 | 6 | 2 | 3 | 0 | 5 | 3 | 4 | 1 | 0 | 6 | 1 | 5 | 1 | 4 | 2 | 3 | 5 |
| 2 | 1 | 1 | 3 | 6 | 4 | 4 | 6 | 1 | 2 | 1 | 1 | 5 | 2 | 5 | 6 | 6 | 4 | 4 |
| 3 | 2 | 0 | 4 | 4 | 3 | 2 | 0 | 6 | 3 | 2 | 4 | 4 | 0 | 4 | 2 | 0 | 6 | 1 |
| 4 | 3 | 3 | 1 | 0 | 6 | 1 | 5 | 5 | 4 | 3 | 5 | 3 | 3 | 6 | 0 | 5 | 0 | 3 |
| 5 | 4 | 4 | 6 | 1 | 5 | 6 | 2 | 2 | 5 | 4 | 0 | 0 | 6 | 3 | 1 | 3 | 5 | 2 |
| 6 | 5 | 2 | 0 | 2 | 1 | 3 | 1 | 0 | 6 | 5 | 3 | 2 | 1 | 0 | 5 | 4 | 1 | 0 |
| 7 | 6 | 5 | 5 | 5 | 2 | 0 | 4 | 3 | 7 | 6 | 2 | 6 | 4 | 2 | 3 | 1 | 2 | 6 |
| $(N, k)=(43,8) ; \mathrm{Mm}=[1635,1]$ |  |  |  |  |  |  |  |  |  | $(N, k)=(43,9) ; \mathrm{Mm}=[1957,1]$ |  |  |  |  |  |  |  |  |
| 1 | 0 | 30 | 8 | 12 | 14 | 8 | 8 | 28 | 1 | 0 | 11 | 26 | 5 | 22 | 11 | 13 | 16 | 40 |
| 2 | 1 | 23 | 34 | 27 | 37 | 36 | 23 | 11 | 2 | 1 | 28 | 42 | 28 | 33 | 16 | 11 | 13 | 9 |
| 3 | 2 | 2 | 18 | 35 | 17 | 20 | 38 | 22 | 3 | 2 | 17 | 35 | 29 | 19 | 41 | 23 | 39 | 28 |
| 4 | 3 | 26 | 31 | 36 | 3 | 17 | 14 | 6 | 4 | 3 | 31 | 17 | 31 | 9 | 14 | 36 | 3 | 32 |
| 5 | 4 | 1 | 36 | 13 | 12 | 14 | 7 | 26 | 5 | 4 | 16 | 9 | 37 | 42 | 15 | 31 | 27 | 27 |
| 6 | 5 | 21 | 12 | 3 | 31 | 24 | 42 | 29 | 6 | 5 | 14 | 10 | 35 | 12 | 34 | 3 | 8 | 19 |
| 7 | 6 | 28 | 27 | 20 | 5 | 31 | 28 | 42 | 7 | 6 | 2 | 30 | 33 | 6 | 6 | 22 | 26 | 11 |
| 8 | 7 | 25 | 13 | 26 | 36 | 2 | 34 | 5 | 8 | 7 | 37 | 0 | 13 | 21 | 31 | 18 | 28 | 36 |
| 9 | 8 | 11 | 14 | 4 | 19 | 29 | 18 | 0 | 9 | 8 | 35 | 4 | 26 | 20 | 2 | 14 | 22 | 3 |
| 10 | 9 | 42 | 7 | 21 | 9 | 25 | 36 | 10 | 10 | 9 | 15 | 20 | 0 | 37 | 18 | 28 | 33 | 5 |
| 11 | 10 | 33 | 41 | 5 | 28 | 6 | 19 | 14 | 11 | 10 | 36 | 15 | 22 | 28 | 40 | 35 | 12 | 4 |
| 12 | 11 | 15 | 19 | 7 | 32 | 39 | 5 | 36 | 12 | 11 | 7 | 11 | 9 | 1 | 39 | 34 | 20 | 21 |
| 13 | 12 | 7 | 11 | 34 | 33 | 15 | 2 | 13 | 13 | 12 | 33 | 31 | 6 | 3 | 17 | 9 | 37 | 15 |
| 14 | 13 | 17 | 3 | 30 | 4 | 41 | 11 | 20 | 14 | 13 | 3 | 37 | 20 | 30 | 27 | 42 | 6 | 20 |
| 15 | 14 | 12 | 32 | 22 | 41 | 10 | 24 | 41 | 15 | 14 | 30 | 25 | 41 | 15 | 9 | 6 | 30 | 39 |
| 16 | 15 | 29 | 4 | 41 | 30 | 26 | 27 | 37 | 16 | 15 | 20 | 27 | 4 | 7 | 12 | 26 | 1 | 2 |
| 17 | 16 | 41 | 30 | 33 | 29 | 16 | 1 | 30 | 17 | 16 | 18 | 19 | 16 | 11 | 8 | 40 | 42 | 37 |
| 18 | 17 | 0 | 0 | 14 | 15 | 18 | 20 | 40 | 18 | 17 | 38 | 39 | 1 | 29 | 28 | 33 | 23 | 33 |
| 19 | 18 | 34 | 39 | 37 | 21 | 11 | 40 | 24 | 19 | 18 | 1 | 5 | 18 | 24 | 23 | 5 | 41 | 24 |
| 20 | 19 | 37 | 33 | 9 | 8 | 37 | 6 | 15 | 20 | 19 | 25 | 28 | 32 | 40 | 37 | 16 | 7 | 41 |
| 21 | 20 | 16 | 25 | 6 | 0 | 5 | 35 | 19 | 21 | 20 | 10 | 33 | 3 | 25 | 42 | 4 | 15 | 17 |
| 22 | 21 | 36 | 2 | 11 | 42 | 22 | 12 | 16 | 22 | 21 | 5 | 16 | 25 | 38 | 5 | 7 | 2 | 18 |
| 23 | 22 | 14 | 20 | 39 | 7 | 0 | 15 | 34 | 23 | 22 | 42 | 21 | 12 | 18 | 19 | 1 | 0 | 25 |
| 24 | 23 | 8 | 42 | 1 | 25 | 33 | 31 | 23 | 24 | 23 | 26 | 8 | 38 | 2 | 29 | 25 | 40 | 12 |
| 25 | 24 | 18 | 29 | 28 | 6 | 42 | 39 | 9 | 25 | 24 | 40 | 22 | 27 | 36 | 33 | 2 | 36 | 14 |
| 26 | 25 | 10 | 38 | 40 | 20 | 35 | 13 | 31 | 26 | 25 | 39 | 34 | 36 | 26 | 10 | 37 | 32 | 13 |
| 27 | 26 | 4 | 40 | 29 | 22 | 9 | 25 | 3 | 27 | 26 | 13 | 2 | 17 | 0 | 3 | 12 | 14 | 30 |
| 28 | 27 | 35 | 16 | 42 | 26 | 32 | 16 | 1 | 28 | 27 | 4 | 23 | 39 | 32 | 35 | 19 | 24 | 0 |
| 29 | 28 | 5 | 9 | 23 | 39 | 38 | 30 | 17 | 29 | 28 | 29 | 40 | 34 | 4 | 36 | 21 | 10 | 16 |
| 30 | 29 | 38 | 10 | 15 | 24 | 1 | 33 | 35 | 30 | 29 | 6 | 41 | 23 | 39 | 13 | 17 | 35 | 31 |
| 31 | 30 | 39 | 28 | 19 | 35 | 40 | 29 | 32 | 31 | 30 | 12 | 6 | 2 | 31 | 26 | 29 | 4 | 34 |
| 32 | 31 | 32 | 17 | 18 | 13 | 3 | 4 | 4 | 32 | 31 | 0 | 18 | 40 | 13 | 25 | 30 | 18 | 38 |
| 33 | 32 | 6 | 15 | 2 | 34 | 4 | 17 | 18 | 33 | 32 | 9 | 7 | 24 | 23 | 4 | 41 | 19 | 6 |
| 34 | 33 | 13 | 1 | 31 | 11 | 13 | 32 | 7 | 34 | 33 | 32 | 12 | 8 | 34 | 0 | 15 | 31 | 29 |
| 35 | 34 | 27 | 5 | 0 | 10 | 34 | 26 | 25 | 35 | 34 | 21 | 38 | 19 | 16 | 1 | 27 | 5 | 35 |
| 36 | 35 | 19 | 35 | 17 | 38 | 30 | 3 | 8 | 36 | 35 | 23 | 1 | 7 | 17 | 30 | 10 | 21 | 1 |
| 37 | 36 | 24 | 37 | 8 | 16 | 12 | 10 | 39 | 37 | 36 | 22 | 14 | 21 | 35 | 38 | 38 | 38 | 26 |
| 38 | 37 | 3 | 24 | 16 | 2 | 28 | 9 | 12 | 38 | 37 | 41 | 13 | 11 | 5 | 21 | 39 | 17 | 22 |
| 39 | 38 | 31 | 26 | 10 | 27 | 19 | 37 | 2 | 39 | 38 | 34 | 3 | 42 | 27 | 20 | 20 | 11 | 23 |
| 40 | 39 | 40 | 22 | 32 | 1 | 23 | 22 | 27 | 40 | 39 | 8 | 36 | 10 | 8 | 24 | 32 | 34 | 10 |
| 41 | 40 | 9 | 23 | 24 | 18 | 21 | 41 | 38 | 41 | 40 | 24 | 24 | 15 | 10 | 32 | 8 | 29 | 42 |
| 42 | 41 | 20 | 6 | 25 | 23 | 27 | 0 | 33 | 42 | 41 | 19 | 29 | 30 | 14 | 7 | 0 | 25 | 8 |
| 43 | 42 | 22 | 21 | 38 | 40 | 7 | 21 | 21 | 43 | 42 | 27 | 32 | 14 | 41 | 22 | 24 | 9 | 7 |

Tab. B.4: Examples of improved Maximin LHDs for $k=10$
(improved w.r.t the values available in [276])

| Pts | Factors/ Coordinates |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $(N, k)=(7,10) ; \mathrm{Mm}=[90,1]$ |  |  |  |  |  |  |  |  |  |
| 1 | 0 | 6 | 4 | 2 | 34 | 4 | 0 | 5 | 4 | 5 |
| 2 | 1 | 1 | 5 | 5 | 5 | 0 | 3 | 2 | 0 | 4 |
| 3 | 2 | 3 | 2 | 0 | 4 | 1 | 4 | 0 | 6 | 1 |
| 4 | 3 | 0 | 0 | 6 | 2 | 5 | 1 | 3 | 5 | 2 |
| 5 | 4 | 2 | 3 | 1 | 1 | 6 | 5 | 1 | 1 | 6 |
| 6 | 5 | 5 | 1 | 4 | 6 | 3 | 6 | 6 | 3 | 3 |
| 7 | 6 | 4 | 6 | 3 | 0 | 2 | 2 | 4 | 2 | 0 |
|  | $(N, k)=(10,10) ; \mathrm{Mm}=[174,1]$ |  |  |  |  |  |  |  |  |  |
| 1 | 0 | 7 | 7 | 2 | 1 | 5 | 7 | 4 | 7 | 0 |
| 2 | 1 | 9 | 5 | 7 | 8 | 1 | 4 | 2 | 1 | 6 |
| 3 | 2 | 2 | 3 | 3 | 9 | 8 | 2 | 9 | 3 | 2 |
| 4 | 3 | 6 | 1 | 4 | 0 | 6 | 0 | 5 | 5 | 9 |
| 5 | 4 | 0 | 9 | 5 | 2 | 7 | 6 | 3 | 0 | 7 |
| 6 | 5 | 3 | 0 | 9 | 3 | 2 | 9 | 7 | 4 | 3 |
| 7 | 6 | 1 | 8 | 6 | 5 | 0 | 1 | 6 | 9 | 4 |
| 8 | 7 | 5 | 4 | 8 | 7 | 9 | 5 | 0 | 8 | 5 |
| 9 | 8 | 8 | 6 | 1 | 6 | 4 | 8 | 8 | 6 | 8 |
| 10 | 9 | 4 | 2 | 0 | 4 | 3 | 3 | 1 | 2 | 1 |
|  | $(N, k)=(23,10) ; \mathrm{Mm}=[750,1]$ |  |  |  |  |  |  |  |  |  |
| 1 | 0 | 5 | 18 | 14 | 15 | 18 | 10 | 2 | 5 | 9 |
| 2 | 1 | 2 | 6 | 18 | 7 | 0 | 15 | 11 | 15 | 16 |
| 3 | 2 | 12 | 21 | 10 | 11 | 5 | 0 | 18 | 20 | 11 |
| 4 | 3 | 20 | 15 | 4 | 0 | 4 | 9 | 3 | 7 | 15 |
| 5 | 4 | 13 | 4 | 0 | 21 | 7 | 11 | 12 | 10 | 3 |
| 6 | 5 | 22 | 14 | 19 | 16 | 12 | 21 | 17 | 9 | 14 |
| 7 | 6 | 7 | 2 | 2 | 4 | 16 | 19 | 15 | 3 | 19 |
| 8 | 7 | 10 | 8 | 12 | 3 | 20 | 16 | 14 | 21 | 1 |
| 9 | 8 | 18 | 1 | 16 | 14 | 14 | 3 | 4 | 19 | 17 |
| 10 | 9 | 1 | 9 | 13 | 18 | 21 | 7 | 22 | 14 | 20 |
| 11 | 10 | 19 | 12 | 8 | 8 | 19 | 1 | 20 | 1 | 8 |
| 12 | 11 | 8 | 17 | 1 | 13 | 11 | 18 | 6 | 22 | 21 |
| 13 | 12 | 14 | 0 | 20 | 2 | 9 | 13 | 7 | 0 | 5 |
| 14 | 13 | 4 | 10 | 22 | 17 | 6 | 4 | 19 | 8 | 0 |
| 15 | 14 | 16 | 16 | 17 | 12 | 1 | 14 | 0 | 17 | 2 |
| 16 | 15 | 6 | 22 | 5 | 9 | 8 | 20 | 16 | 4 | 4 |
| 17 | 16 | 11 | 13 | 11 | 19 | 2 | 6 | 9 | 2 | 22 |
| 18 | 17 | 0 | 7 | 3 | 5 | 10 | 2 | 5 | 11 | 7 |
| 19 | 18 | 9 | 20 | 21 | 1 | 15 | 8 | 10 | 13 | 18 |
| 20 | 19 | 21 | 11 | 6 | 10 | 22 | 17 | 1 | 6 | 12 |
| 21 | 20 | 3 | 3 | 15 | 20 | 13 | 22 | 8 | 12 | 10 |
| 22 | 21 | 17 | 5 | 7 | 6 | 3 | 12 | 21 | 16 | 13 |
| 23 | 22 | 15 | 19 | 9 | 22 | 17 | 5 | 13 | 18 | 6 |

## B. 2 Examples of solutions for ICPCC

In Figure B. 1 best known solutions for ICPCC with $n=61, \ldots, 72$ are displayed. Some of these solutions, namely those with $n=66,67,70,71$, belong to those improved by our methods.


Fig. B.1: Few examples of best known solutions for ICPCC for $n=61--72$, among which the solutions for $n=66,67,70,71$ have been obtained by our methods


[^0]:    ${ }^{1}$ Actually, in [178] the best maximin distance for design points whose components belong to the set $\left\{0, \frac{1}{N-1}, \ldots, 1\right\}$ is reported, but here, with an easy transformation, we report the corresponding maximin squared distance when the components belong to the set $\{0,1, \ldots, N-$
    $1\}$

[^1]:    ${ }^{1}$ The case $n=61$ belongs to the regular sequence $n=3 k(k-1)+1, k=1, \ldots$, for which the (presumably) optimal solution has a circle centered at the origin and, around it, successive layers, each made up by $6 j$ circles, $j=0,1, \ldots, k-1$

[^2]:    ${ }^{1}$ Actually, in the paper [106] 24 test problems are reported, but four of them are with equal circles (namely, tests n.2,21-23), and two of them are equivalent to other problems within the test set (namely, test $n .7$ is equivalent to test $n .19$, and test $n .13$ is equivalent to test $n .20$ ).

[^3]:    ${ }^{2}$ Such experiment is not discussed here but can be found in [96].

